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Recent developments in remote sensing have significantly encouraged the use of multi-sensor data for 
various applications such as land cover mapping. Multiple sensors can be used to acquire data with 
complementary information about the same observed region. For example, aerial imagery can deliver 
textural information at very high resolution, but usually with high revisit times, so that there is no information 
about the changing appearance of objects during the vegetation cycle. On the other hand, satellite 
systems, such as Sentinel-2, have short revisit times, so that the resultant images can capture temporal 
changes, but usually at a coarser spatial resolution, e.g. with a ground sampling distance (GSD) of 10 m or 
more. This causes problems in detecting smaller objects. Thus, integrating aerial and satellite images is of 
interest for land cover classification, the task of assigning a class label representing the physical material of 
the Earth surface to each pixel in the image. 

The objective of this master thesis is to develop a method to jointly use aerial images and multi-temporal 
information from co-registered satellite image time series (SITS) to predict, at a pixel-level, the land cover of 
a given input image at the GSD of aerial images (see Fig. 1). A baseline model [1] based on a U-Net archi-
tecture is provided to fuse Sentinel-2 SITS with aerial images. This baseline consists of the U-TAE model, a 
modified U-Net with a Temporal self-Attention Encoder (TAE), to extract temporal information from a SITS. 
The aerial images are processed by a U-Net to produce pixel-wise class predictions; in order to fuse the two 
modalities, the SITS features are added to the encoder features of all levels in the skip connections. 

 
Figure 1: Example of mono-temporal aerial acquisition and annotations over an area (bottom) and Sentinel-2 time series 

acquisitions of the corresponding area (top) with four acquisitions samples. 

Potential methodological modifications to the baseline could be, for instance to investigate Transformer-
based models to extract spatial and temporal information from aerial and satellite images, respectively, and 
fusing them with an attention-based module to leverage the complementary information contained in both 
sensors. Another aspect to consider would be to investigate existing self-supervised learning approaches, 
with the advantage of using pre-trained models on large datasets. Beyond that, another issue to be ad-
dressed could be to improve the lower-resolution of the SITS data; perhaps, super-resolution approaches [4] 
such as diffusion models can be used to generate higher-resolution SITS images that align more closely with 
aerial images. The developed approach will be compared to existing approaches from the literature [1, 2, 3] 
which also combine multiscale data for land cover classification. The code for the baseline and the dataset 
is available on github (https://github.com/IGNF/FLAIR-2). 
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