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Abstract

In the highly dynamic street environments, individually moving traffic participants, in

particular vehicles are challenges for the automated and autonomous driving systems. In

order to discover the behaviours of other moving vehicles, tracking and pose estimation of

these vehicles are essential tasks. Consequently, the automated and autonomous driving

systems can understand the traffic environments and anticipate early on based on these

information.

In this master thesis, we tackle the tracking and pose estimation of vehicles problem

on the basis of street level stereo image sequences, which are acquired by static stereo

cameras. For tracking, we follow the tracking-by-detection strategy and try to associate

the corresponding detections over time. The association is formulated as an energy min-

imization problem, where the energy function consists of data association and motion

term. Based on tracking results, we try to reconstruct the tracked vehicles in 3D by

applying a model-based approach, making use of a deformable 3D vehicle model which is

learned from CAD models of vehicles. By fitting one model to each tracked vehicle, the

optimal pose and shape parameters of a tracked vehicle can be determined.

The evaluation of the developed approach is performed experimentally based on the

object tracking benchmark from the KITTI Vision Benchmark Suite (Geiger et al., 2012).

For all vehicles, all of the tracked vehicles are correct and 74% vehicles in the reference

can be tracked successfully. For fully visible tracked vehicles, the completeness owns 96%.

More than 82% positions and 71% orientations of the tracked vehicles are estimated cor-

rectly. In the future study, our approach will be extended to the stereo image sequences,

which are acquired by the stereo cameras with ego-motion.

ii



Contents

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Goal of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Structure of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Related work 4

2.1 Vehicle detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.2 Tracking-by-detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.3 Vehicle 3D modelling and pose estimation . . . . . . . . . . . . . . . . . 8

2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

3 Theoretical background 12

3.1 3D reconstruction from stereo image pair . . . . . . . . . . . . . . . . . . 12

3.1.1 Stereo rectification . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.1.2 Image triangulation . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.1.3 Efficient large-scale stereo matching . . . . . . . . . . . . . . . . . 16

3.2 Quick-shift clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.3 Deformable part model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.4 Linear Kalman filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.5 Active Shape Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

4 Methodology 27

4.1 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.2 3D reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

iii



4.3 Vehicle detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.3.1 Vehicle detection assumptions . . . . . . . . . . . . . . . . . . . . 31

4.3.2 Ground plane extraction . . . . . . . . . . . . . . . . . . . . . . . 31

4.3.3 Generic 3D object detection . . . . . . . . . . . . . . . . . . . . . 33

4.3.4 Verification using the deformable part model . . . . . . . . . . . . 34

4.4 Vehicle tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.4.1 Kalman filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.4.2 Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.5 3D modelling and pose estimation . . . . . . . . . . . . . . . . . . . . . . 41

4.5.1 Active shape model . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.5.2 Initialization for model fitting . . . . . . . . . . . . . . . . . . . . 43

4.5.3 Model fitting model and pose estimation . . . . . . . . . . . . . . 44

5 Experiments and evaluation 47

5.1 Test data and setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.1.1 Evaluation strategy . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.1.2 Parameter settings in experiments . . . . . . . . . . . . . . . . . . 51

5.2 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.2.1 Vehicle detection . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.2.2 Vehicle tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.2.3 Pose estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.3 3D Modelling results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

6 Conclusion and Outlook 68

iv



List of Figures

3.1 Rectified image planes (black) and original image planes (red) . . . . . . 13

3.2 Geometry of images after stereo rectification . . . . . . . . . . . . . . . . 15

3.3 Sampling process (Geiger et al., 2010) . . . . . . . . . . . . . . . . . . . . 17

3.4 Mean shift (Left) and quick shift (right)(Vedaldi and Soatto, 2008) . . . 19

3.5 Feature pyramid and definition of an object hypothesis (Felzenszwalb et al.,

2010) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.6 Active shape models for representing vehicles by variation of two shape

parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4.1 Flow-chart of the whole approach . . . . . . . . . . . . . . . . . . . . . . 29

4.2 Model coordinate system definition in the reconstructed 3D point cloud . 32

4.3 Corresponding stereo image . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.4 Vertices definition for an active shape model . . . . . . . . . . . . . . . . 42

4.5 3D CAD models in the training set . . . . . . . . . . . . . . . . . . . . . 42

4.6 Mean Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.1 Multiple sensors setup on the autonomous driving platform ”Annieway”

[http://www.cvlibs.net/datasets/kitti/, 09.09.2017] . . . . . . . . . . . . 48

5.2 Image from Sequence 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.3 Image from Sequence 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.4 False positive detection in Sequence 1 . . . . . . . . . . . . . . . . . . . . 55

5.5 Missing detection in Sequence 1 in the hard mode evaluation . . . . . . . 56

5.6 Missing detection in Sequence 2 in the hard mode evaluation . . . . . . . 57

v



5.7 Missing tracked in Sequence 1, 23rd,24th,25th frames in the hard mode

evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5.8 Missing tracked in Sequence 2, 4th,5th,6th frames in the hard mode eval-

uation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.9 Histogram of absolute differences between estimated orientation and ref-

erence orientation in Sequence 1 . . . . . . . . . . . . . . . . . . . . . . . 62

5.10 Difference of tracked bounding box (blue) and reference bounding box (green) 63

5.11 Histogram of absolute differences between estimated position and reference

position in Sequence 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.12 Histogram of absolute differences between estimated orientation and ref-

erence orientation in Sequence 2 . . . . . . . . . . . . . . . . . . . . . . . 65

5.13 Positive examples in 3D modelling . . . . . . . . . . . . . . . . . . . . . . 66

5.14 Typical errors in 3D modelling (First two rows: wrong size, third row:

wrong orientation, last row: wrong position) . . . . . . . . . . . . . . . . 67

vi



List of Tables

5.1 Definition of different reference mode . . . . . . . . . . . . . . . . . . . . 49

5.2 Parameters to determine minimum valid disparity . . . . . . . . . . . . . 52

5.3 Parameters for ground plane extraction . . . . . . . . . . . . . . . . . . . 52

5.4 Parameters in the vehicle detection assumptions . . . . . . . . . . . . . . 52

5.5 Parameters in the Kalman filter . . . . . . . . . . . . . . . . . . . . . . . 53

5.6 Parameters for model fitting . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.7 Detection evaluation in Sequence 1 . . . . . . . . . . . . . . . . . . . . . 54

5.8 Detection evaluation in Sequence 2 . . . . . . . . . . . . . . . . . . . . . 56

5.9 Tracking evaluation in Sequence 1 . . . . . . . . . . . . . . . . . . . . . . 57

5.10 Tracking evaluation in Sequence 2 . . . . . . . . . . . . . . . . . . . . . . 59

5.11 Pose estimation evaluation in Sequence 1 . . . . . . . . . . . . . . . . . . 61

5.12 Pose estimation evaluation in Sequence 2 . . . . . . . . . . . . . . . . . . 62

vii



Chapter 1

Introduction

1.1 Motivation

Nowadays, automated and autonomous driving systems are coming of age and develop-

ing quickly. The automated and autonomous driving systems are equipped with multiple

sensors to understand highly dynamic environments and deal with all kinds of situations

in the complex scenes. In real world street scenarios, interaction with other traffic par-

ticipants, in particular with other vehicles are challenges for automated and autonomous

driving systems (Janai et al., 2017). To this purpose, tracking and estimating poses of

these vehicles are essential components for the interaction.

Tracking of other traffic participants is a very important task in understanding the

complex street scenes. For instance, in the case of collision with other vehicles, the au-

tonomous driving system needs to react early enough, because the braking distance of a

vehicle increases quadratically with its speed. The trajectory of other vehicles allows to

predict the future location and brake early to avoid the collision. Additionally, tracking

of other vehicles can be useful to the automatic distance control and other operations,

such as overtake, turning, of the autonomous driving systems (Janai et al., 2017). How-

ever, different types of traffic participants appear in the street scenes simultaneously and

tracking a certain type of objects needs the detection firstly. To that end, the tracking-

by-detection strategy, only considering the relevant objects, is helpful for tracking the

certain type of objects in a complex dynamic street scenes (Ošep et al., 2016). Pose
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CHAPTER 1. INTRODUCTION

(position and orientation) estimation of other traffic participants is another important

aspect in realizing the autonomous driving system. The relative positions to the location

of the autonomous driving system are useful for the self-driving cars to take any driving

operations timely and properly. The orientations of these vehicles can help to predict the

moving directions and the possible routes of them. The autonomous driving systems can

discover the future behaviors of other vehicles based on the poses of them and anticipate

early on.

Concentrating on real world street scenarios, the reconstruction of the 3D street scenes

is quite useful to accomplish tracking and estimating poses of other vehicles. Frequently,

stereo cameras and laser scanners are used as the sensors to acquire high density points

of a scene. Compared to laser scanners, stereo images can deliver dense 3D point clouds

and additional color information less expensive. Therefore, stereo cameras are assembled

into vehicles widely.

1.2 Goal of this thesis

In this master thesis, the goal is to develop a method of tracking and estimating poses

of vehicles using stereo image sequences, which are acquired by stereo cameras mounted

on a static vehicle. For tracking, we follow the tracking-by-detection strategy, which

builds on the vehicle detection approach of Coenen et al. (2017). Consequently, we try to

associate the corresponding detections over time and estimate trajectories of each vehicle

in one stereo image sequence. Based on tracking results, we attempt to reconstruct the

tracked vehicles in 3D by applying a model-based approach, making use of a deformable

3D vehicle model which is learned from CAD models of vehicles. By fitting one model to

each tracked vehicle, the optimal pose and shape parameters of a tracked vehicle can be

determined.

In this thesis, we try to to solve the problems in (Coenen et al., 2017) by developing

our methods. On the one hand, there are initialization problems for vehicle orientation in

(Coenen et al., 2017), which only use the direction of the semi-major axis of the bounding

box for a detection as initialization of orientation. In our approach, the prior knowledge

2



CHAPTER 1. INTRODUCTION

about movement direction for each vehicle is used as initialization for orientation, which

is closer to the orientation direction of the vehicle. Furthermore, as the 3D modelling

method introduced by (Coenen et al., 2017) needs 5 parameters for each detected vehicle,

it requires 10 parameters for modelling the same vehicle in two continuous time steps.

However, in this approach, only 7 parameters are needed for modelling the corresponding

tracked vehicles in two continuous epochs.

1.3 Structure of this thesis

This master thesis is organized as following: in Chapter 2, the related methods and works

are reviewed. The theoretical backgrounds, which are necessary to understand the meth-

ods, are introduced in Chapter 3. The detailed descriptions of the developed methods in

this thesis, about tracking and pose estimation of vehicles using stereo image sequence

from static stereo cameras, are given in Chapter 4. The evaluation of the experiments

based on the developed methods and the corresponding analysis and interpretations are

presented in Chapter 5. Chapter 6 contains a conclusion and an outlook, which discusses

the possibilities of optimizing the developed methods in the future.

3



Chapter 2

Related work

The goal of this master thesis is to detect, track and estimate poses of vehicles based

on the stereo image sequences from static cameras. As such, it is related to vehicle

detection, tracking-by-detection, vehicle 3D modelling and pose estimation, each of which

is reviewed in the following sections.

2.1 Vehicle detection

Vehicle detection from images of urban areas is difficult due to the wide variety of object

appearances, changing camera viewpoints, illumination changes, vehicles occluded by

other objects and different types and shapes of vehicles, which affect the vehicle detection

performance a lot. To handle these challenges, part-based detectors ((Felzenszwalb et al.,

2010),(Leibe et al., 2006)) are applied widely. The idea of part-based detectors is to split

objects into several simple parts and train a detector for each part and the entire object.

The implicit shape model proposed by Leibe et al. (2006), learns flexible representations of

image patches for an object. Through extracting local features around interest points and

performing clustering of similar patches, a code book is built up in training. Training

images from different viewpoints are required to make the detection work for objects

under different viewing directions. In order to detect objects, image patches are extracted

and matched to the code book for detecting objects such as vehicles. The deformable

part model (Felzenszwalb et al., 2010) breaks down complex appearance of objects into

representative parts and uses latent support vector machine for training. The model

4



CHAPTER 2. RELATED WORK

contains a root filter plus a set of part filters, which are learned from the relative parts of

an object, using histogram of oriented gradients (HOG) features. The deformable part

model can detect one object with a high complexness, but it may lead to a high rate of

false detections. These two part-based detectors deliver 2D bounding boxes as output.

In this thesis, we aim to detect and track vehicles in 3D space for further 3D modelling

and precise pose estimation.

In order to acquire 3D object information, several approaches (Zia et al., 2013, Pepik

et al., 2015) are established based on geometric 3D representations of objects. Zia et al.

(2013) realized a method to detect and estimate the pose of objects based on high-

quality 3D CAD models. A set of 3D wireframe models is defined manually to derive

a shape prior. On vertices of predefined models, a part-detector is trained and detect

objects. Using existing CAD models and simulated edges in images, poses of objects can

be determined. Pepik et al. (2015) proposed a method of combination of 3D geometric

representation with a 2D detector in operation on image, namely the deformable part

model (Felzenszwalb et al., 2010). Using this method, 3D CAD information of the objects

can help to deliver 3D geometry information additionally to a 2D appearance model.

However, the detector has to be trained from different viewing directions. However, these

approaches only transform the learned 3D information into images without using 3D

information explicitly.

Chen et al. (2015) formulated the object detection as an energy minimization problem.

The energy combines an object size prior, ground plane as well as several depth features,

point cloud densities and distance to the ground. High-quality 3D object proposals are

generated as outputs, a coarse pose for each object is estimated. However, arbitrary

types of objects are detected. Ošep et al. (2016) exploited a method with 3D information

obtained from stereo images and some prior information of objects to detect different

objects. They use stereo images to extract the ground plane and project all 3D points

onto the ground plane. The objects in street scenes can be regarded as clusters on a

ground plane density map. As output, it delivers a 3D bounding box and a coarse pose

estimation for each object. Coenen et al. (2017) adapts the approach of Ošep et al. (2016)

to detect vehicles and incorporates geometric assumptions on vehicle inherent properties
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into the generic 3D object detection approach. By combining the generic 3D object

detections with the deformable part model (Felzenszwalb et al., 2010) detector, visible

vehicles can be detected with high-quality.

2.2 Tracking-by-detection

Recently, the problem of tracking objects has been received much attention. Tracking

can be regarded as an estimation of the state of one or multiple objects over time (Janai

et al., 2017). In complex street scenes, tracking systems face several challenges, such

as occlusion, similarity of different objects and different types of traffic participants.

Many tracking approaches follow a tracking-by-detection strategy. Using this strategy

the specific objects are detected in each frame individually, and afterwards, corresponding

detections from different frames are associated to form trajectories (Ošep et al., 2016).

Trajectory estimation is formulated as an energy minimization problem or using recursive

filters. For the purpose of robustness, the tracking-by-detection approaches combine dif-

ferent complementary cues as data association to determine the corresponding detections

from different frames.

Several tracking-by-detection approaches ((Yoon et al., 2015), (Leibe et al., 2008),

(Ošep et al., 2016)) use recursive filters to estimate trajectories. A set of features as

appearance model and locations of detections in trajectories are considered in tracking

process. Leibe et al. (2008) used a non-Markov hypothesis selection framework to solve

the tracking problem. This method restricts the possible locations by using Extended

Kalman Filter. These locations and color histogram information are formulated in data

association. Yoon et al. (2015) used Kalman filter to predict and update state vectors of

targets and combine a motion context for multiple objects. Tracking is formulated in a

Bayesian filter using this motion context, additionally size and color information as ap-

pearance model. Ošep et al. (2016) used Kalman filter to generate trajectory hypotheses

and use color histogram information as appearance model. Using an energy optimization

approach consisting both terms, the corresponding detections can be tracked.

Several approaches have been proposed to track detections and estimate trajectories

6
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simultaneously as an energy minimisation problem, such as ((Andriyenko and Schindler,

2011), (Shi et al., 2014), (Milan et al., 2013), (Choi, 2015), (Engelmann et al., 2017)).

Andriyenko and Schindler (2011) formulated the trajectories estimation as a global ener-

gy optimization problem with dynamic model, target persistence and mutual exclusion,

which delivers better estimated trajectories than using Extended Kalman Filter. Multiple

targets can be tracked using the energy function with models in trajectory estimation and

an additional appearance model using the HOG features. Shi et al. (2014) established an

energy function consisting of an observation model, an appearance model and a trajectory

persistence model to estimate each trajectory and track each detection. Continuous and

smooth trajectories are derived using continuous energy minimization. Milan et al. (2013)

proposed a mixed discrete-continuous conditional random field model which takes into

account constraints in appearance model and trajectory estimation. Each detection is

assigned to one target using geometric shape as appearance model while in the trajectory

estimation avoids co-occurrence of trajectories. Xiang et al. (2015) used Markov decision

processes to solve the tracking problem. In this approach, the Markov decision process

uses reinforcement learning in the ground truth trajectories, represented by a similarity

function for data association. Choi (2015) proposed a tracking as a global data associa-

tion problem. The Aggregated Local Flow Descriptor encodes relative motion patterns,

which represents trajectories of interest points from detections and these interest points

can be associated as tracks in this approach. Engelmann et al. (2017) used 3D shape and

motion priors to regularize the trajectory estimation and track vehicles using an energy

optimization approach.

Unlike other approaches, Zhang et al. (2008) interpreted each object trajectory hy-

pothesis by connecting each detections as a flow path and solve tracking using a min-cost

flow network. The color histogram information is used as data association and an oc-

clusion model is combined into network to handle long-term object occlusions. In order

to solve expensive computation as in (Zhang et al., 2008), Lenz et al. (2015) proposed a

dynamic min-cost flow solution to adapt computational and memory boundaries.
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2.3 Vehicle 3D modelling and pose estimation

Due to different shapes of vehicles, a 3D deformable model is useful to cope with the

intra-class variation of vehicles.

Active shape models (ASM) (Cootes et al., 2000) are applied frequently, such as

((Zia et al., 2013), (Zia et al., 2015), (Menze et al., 2015), Lin et al. (2014), Xiao et al.

(2016)). The active shape models are able to represent a large variety of shapes of

a class of objects based on applying principal component analysis to a set of training

examples. Zia et al. (2013) determined a set of vertices from 3D CAD models for vehicles

manually and used ASM to represent vehicles. By variation of a few shape parameters,

different vehicles can be modelled precisely by matching to detected parts of objects.

Menze et al. (2015) used 3D active shape models for reconstructing detected vehicles

obtained from stereo image pairs and object scene flow estimation. The inference of this

fitting procedure used a conditional random field. However, object detection with scene

flow and shape reconstruction cost a lot of time. Lin et al. (2014) used the deformable

part model (Felzenszwalb et al., 2010) to detect each part of an object and estimate

landmarks in image. Through fitting predefined 3D active shape model to landmarks,

shape parameters of an object can be refined. Xiao et al. (2016) also used 3D active

shape models to reconstruct detected vehicles. They tried to seek an optimal model to

3D object points through a set of model variations.

Besides active shape models, there are several models to reconstruct the shape of

objects. Yingze Bao et al. (2013) defined a prior comprised of a mean shape and a set of

weighted anchor points from 3D scans and images of objects from various viewpoints. By

matching anchor points to objects in images, shape of an object is modelled as warped

mean model in prior. However, it needs a large amount of training examples from different

viewpoints. Engelmann et al. (2016) transformed 3D CAD vehicle models into volumetric

Truncated Signed Distance Function (TSDF) grids. The TSDF of one 3D point is the

the truncated signed distance of this point to the object surface. However, predefined

voxel-grid-size limits the level of detail for reconstructing using TSDF.

Instead of being constrained by a certain number of viewpoint classes and imprecise

pose parameters calculated directly from detections, more fine-grained pose in 3D space

8
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estimations are able to derived throughout 3D modelling (Coenen et al., 2017).

Zia et al. (2013) derived a pose estimation by reconstructing shapes of objects. Pose

parameters are included in one object recognition hypothesis. Optimal recognition hy-

pothesis is determined by matching these hypotheses to detected parts of an object in

image. However, this approach depends on quality of pose initialisations. Engelmann

et al. (2016) generated a set of models with different pose parameters. Through mini-

mizing the distances of 3D points to the surface of models, pose parameters is able to

be optimized. Engelmann et al. (2017) used refined trajectories generated by tracking to

provide initial pose parameters for models. Pose parameters are estimated with the same

method. Xiao et al. (2016) generated a set of models with different poses and determine

the optimal pose parameters through fitting the models to 3D points. Coenen et al.

(2017) estimated pose parameters by fitting models for detected vehicles. Pose parame-

ters are optimized by iteratively translating and rotating models to fit the 3D points. In

contrast to Xiao et al. (2016), the vehicles stand on the extracted ground plane, which

makes the translating of models on a 2D plane.

2.4 Discussion

In this thesis, we aim to track vehicles, model and estimate pose parameters in 3D space

using stereo image sequences, which are acquired by static cameras.

This master thesis builds on the vehicle detection approach of Coenen et al. (2017).

Unlike the approaches using learned 3D geometric model to detect objects in image,

as (Zia et al., 2013, Pepik et al., 2015), this approach uses 3D information explicitly.

Inspired by Ošep et al. (2016), the ground plane is extracted using 3D information and a

generic 3D object detector is applied to generate object hypotheses. In order to remove

the false detections, the deformable part model (Felzenszwalb et al., 2010) is used for

vehicle hypothesis verification. In a stereo image sequence, acquired by static cameras,

each detection in each frame is acquired in the same 3D coordinate system.

In this thesis, based on the detections in 3D space, a tracking-by-detection strategy is

implemented to associate the corresponding vehicles from different frames. Approaches,
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such as ((Andriyenko and Schindler, 2011), (Shi et al., 2014), (Milan et al., 2013)), solve

tracking-by-detections and trajectory estimations simultaneously as an energy minimisa-

tion problem. However, it needs complex models to describe different motion situations

to recover trajectories and use a set of features to represent similarity of detections as ap-

pearance models for tracking. For instance, Engelmann et al. (2017) needs three different

models to describe the motion of objects. Andriyenko and Schindler (2011) used com-

plex dynamic model and target persistence models to recover trajectories and additional

appearance model for tacking. Zhang et al. (2008) used min-cost flow network to solve

trajectory estimation and track detections, which regards each connection of objects from

different frames as a possible trajectory and needs expensive computations. Compared

to these methods, trajectories estimation using recursive filters is much easier to imple-

mented, as ((Yoon et al., 2015), (Ošep et al., 2016)). Meanwhile, we make usage of the

extracted ground plane to reduce computation. Based on possible locations defined by

trajectory estimations and selected features as appearance model, the tracking problem

becomes an energy minimization problem, similar to Ošep et al. (2016).

As in Chapter 2.3, the active shape models are applied widely to cope with the intra-

class variation of vehicles than other models as, e.g. in Engelmann et al. (2016) who used

volumetric Truncated Signed Distance Function (TSDF) grids. In this thesis, we follow

the active shape models defined by Coenen et al. (2017). Zia et al. (2013) and Lin et al.

(2014) match models to detected parts in image and depends on good pose initialisation.

In this thesis, we fit the models directly to the 3D points, similar to Xiao et al. (2016).

A set of models with different shapes are generated and through minimize the distance

of 3D points to the model surfaces. Meanwhile, fine-grained poses in 3D space is able to

be estimated by 3D shape reconstruction, similar to Coenen et al. (2017). In contrast to

Coenen et al. (2017), we do not fit models into the single detections individually, but into

vehicle tracks, i.e. into several vehicles simultaneously. By using a motion model, this

leads to a reduction the number of required parameters. Variations of pose parameters

are combined into generated models and pose parameters is able to be optimized with

shape parameters simultaneously. In this thesis, we make usage of ground plane and

tracked vehicles. Shape and pose parameters are able to be estimated with fewer number
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of parameters, compared to Coenen et al. (2017).
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Chapter 3

Theoretical background

This chapter presents the theoretical basics of the methods used in this thesis. The

basic theories about 3D reconstruction will be introduced in Chapter 3.1, because 3D

information is fundamental for the whole approach. Chapter 3.2 describes background

about the quick shift clustering and the theory about the deformable part model is

introduced in Chapter 3.3. The following Chapter 3.4 gives the fundamentals of the

linear Kalman filter strategy. Chapter 3.5 discusses the active shape models.

3.1 3D reconstruction from stereo image pair

A single image can only provide 2D image information without 3D information about

the original objects. If two rays from two images acquired from different viewpoints have

an intersection in a point of an object, the 3D object point can be reconstructed. This

is possible using stereo cameras, which consist of two cameras capturing the same scene

simultaneously and are settled parallel in viewing direction within a certain baseline from

each other. The baseline is the distance of the projection centers of two cameras.

In order to reconstruct 3D object points from stereo image pairs, stereo rectification

and image triangulation are fundamental. In this thesis, we call the images in one stereo

image pair as the left image and the right image.
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3.1.1 Stereo rectification

The epipolar images are two images with exactly parallel image coordinate systems.

Original stereo image pairs are not epipolar images and the corresponding epipolar images

can be generated by stereo rectification. The rectification is to project two images onto

a common plane. Figure 3.1 shows image planes and image coordinates before and after

the rectification.

Figure 3.1: Rectified image planes (black) and original image planes (red)

In original images, the x, and y, axes consists the image coordinates of the left image

and the x,, and y,, axes consists the image coordinates of the right image, where the z,

and z,, axes are oriented in viewing direction for two cameras. After rectification, the

ny, and ny,, axes in the image coordinates of the left and the right images are parallel

orthogonal to the baseline b, that b is the connection of the projection centers X ,
0 and

X ,,
0 for two images. The nx, and nx,, axes in the image coordinates of the left and the

right images are coincided. The nz, axis in the left rectified image is orthogonal to the

nx, and ny, axes, the same definition as the nz,, axis in the right rectified image.

Stereo rectification can be implemented by defining homographies H , and H ,, for both

13



CHAPTER 3. THEORETICAL BACKGROUND

images (Hartley and Zisserman, 2000).

x,
i = H , · nx,

i

x,,
i = H ,, · nx,,

i

(3.1)

In Eq. 3.1, x,
i is one image point in the original left image and nx,

i is the corresponding

image point in the rectified left image. x,,
i and nx,,

i in the right image are defined as the

same as the left image. In order to define homography, the known calibration matrix

K , and K ,, and rotation matrix of the exterior orientations R, and R,, of original stereo

cameras are prerequisite. The calibration matrix compromise the interior orientation

parameters, which are image coordinates of the principal point, camera constant, skewness

and scale of the y axis of the image coordinate.

The homography H , of the left image can be defined

H , = K , ·R,T ·Rrect ·K−1
rect (3.2)

In Eq. 3.2, K , is the calibration matrix and R, is the rotation matrix of the original

left image. Krect is defined for the image coordinates centred at the principal point after

rectification. Rrect is defined to rotate the original left image to position of the left

rectified image.

Krect = diag(−c,−c, 0)

Rrect = (rT1 , r
T
2 , r

T
3 )

where r1 =
b

∥ b ∥
, r2 =

b× d

∥ b× d ∥
,

d =
√
r,3 + r,,3 , r3 = r1 × r2

(3.3)

In Eq. 3.3, r1 is to make the nx, axis after rectification along the direction of the

baseline. r2 rotates ny, axis after rectification orthogonal to the nx, axis and makes the

original z, axis along the original viewing directions. r3 rotates
nz, axis after rectification

orthogonal to the baseline and the ny, axis. r,3 and r,,3 are the third column of the rotation

matrix of the left and right image.
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The homography H ,, of the right image is defined using the same method as the left

image. By determination of homorgraphies H , and H ,, for the left and right images,

image points in original images can be projected to the rectified images, using Eq. 3.1.

3.1.2 Image triangulation

After stereo rectification, the rectified images in one stereo image pair become epipolar

images. The corresponding points locate on the epipolar lines parallel to the nx, and nx,,

axes of two images and have identical coordinates in the ny, and ny,, axes. The search

for corresponding points in the epipolar images reduces into 1-D space by determination

of disparity.

Figure 3.2: Geometry of images after stereo rectification

As in Figure 3.2, (nx,
i,

ny,i) in the left image and (nx,,
i ,

ny,,i ) in right image are two

corresponding points with ny,i =
ny,,i . The disparity di is defined as shift of these two

points in nx axis.

di = (nx,,
i − nx,

i) (3.4)
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These two image points intersect in a 3D object point XM
i . The coordinate of this

3D object point in the model coordinate system (XM
i , Y M

i , ZM
i ) can be defined through

triangulation for image rays, with f as focal length of two cameras and b as length of

baseline. As in Figure 3.2, the baseline is parallel to nx axis of images after rectification.

XM
i =

nx,
i ∗ b
di

, Y = −
ny,i ∗ b
di

, ZM
i = −f ∗ b

di
(3.5)

The 3D object point XM
i is defined in a model coordinate system (XM , Y M , ZM), as

in Figure 3.2. The origin of the model coordinate system locates at the projection center

X ,
0 of the left image, with XM axis parallel to nx, axis in the image coordinate and Y M

axis as negative direction of ny, axis in the image coordinate of the left image. The ZM

axis is the negative view direction from projection center of the left image to the 3D

object point.

The coordinate of 3D object pointXM
i in the model coordinate can transform into the

global coordinate GXi given the exterior orientation parameters, which compromise the

coordinate of the projection center GX0 in the global coordinate system (GX ,
0,

GY ,
0 ,

GZ ,
0)

and the rotation matrix of the left image R,, by using


GXi

GYi

GZi

 =


GX ,

0

GY ,
0

GZ ,
0

+R, ·M


XM

i

Y M
i

ZM
i

 (3.6)

In Eq. 3.6, M is the matrix to transform the axes in the model coordinate to the axes

in the global coordinate.

3.1.3 Efficient large-scale stereo matching

A dense matching approach can be used to determine the corresponding points in stereo

image pairs and determine disparities. In this thesis, Efficient large-scale stereo matching

(ELAS) (Geiger et al., 2010) is used as the dense matching approach. ELAS is a fast

Bayesian approach to implement stereo matching without global optimization.

In image matching, plenty of stereo correspondences are ambiguous. However, at the
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same time, some pixels can be matched robustly, which can be regarded as support points.

These support points can provide prior information about disparities for those ambiguous

stereo correspondences. Each support point sm can provide information about its image

coordinate (um, vm) and disparity dm, i.e. sm = (um, vm, dm)
T , and S = {s1, . . . , sm} is

a set of support points. These support points can be used to interpolate disparities for

other points throughout Delaunay triangulation, as sampling process shown in Figure

3.3.

Figure 3.3: Sampling process (Geiger et al., 2010)

The interpolated disparity dn for a point xn can be used as prior p(dn|S, o(l)n ) in the

disparity calculation, where o
(l)
n = (un, vn, fn)

T is this point in the left image. (un, vn) are

image coordinates and fn is a feature vector. Given the feature vector and the interpolated

disparity in the left image, it can draw samples in right image using p(o
(r)
n |o(l)n , dn) and

be regarded as likelihood, where o
(r)
n is the point in the right image. At inference, the

disparities can be computed by maximum a-posterior estimation (Geiger et al., 2010)

d∗n = argmax p(dn|o(l)n o
(r)
1 , . . . o

(r)
N , S) (3.7)
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o
(r)
1 , . . . o

(r)
N are all observation in the right image located on the epipolar line of o

(l)
n .

The posterior can be factorized as

p(dn|o(l)n o
(r)
1 , . . . o

(r)
N , S) ∝ p(dn|S, o(l)n )p(o

(r)
1 , . . . o

(r)
N |o(l)n , dn) (3.8)

The distribution of all the observations along the epipolar line in the right image are

modeled as

p(o
(r)
1 , . . . o

(r)
N |o(l)n , dn) ∝

N∑
i=1

p(o
(r)
i |o(l)n , dn) (3.9)

Eq.3.7 is optimized by each p(o
(r)
n |o(l)n , dn) independently.

The result of ELAS obtains the dense disparity map of the right image based on the

left image as reference. In order to eliminate the inaccurate disparities in occluded and

homogeneous regions, the approach is applied to both images practically to perform a

left/right consistency check (Geiger et al., 2010).

3.2 Quick-shift clustering

In 3D space, different objects are represented by different clusters of 3D points, and

detecting these clusters is a state-of-art method to detect objects Janai et al. (2017).

However, calculations in 3D space are quite complex. If we project all 3D object points

lower than a certain height onto a plane, all objects lower than that height correspond

to different clusters in the 2D plane (Ošep et al., 2016). Thus, 3D object detection

transforms into a problem of finding for different clusters in 2D space, and calculation

becomes much easier. In this thesis, the Quick-shift (Vedaldi and Soatto, 2008) mode

seeking algorithm is used to identify different clusters in this 2D plane.

Given N data points, x1, . . . , xN in a 2D space, a mode is determined by computing

a probability density function:

P (x) =
1

N

N∑
i=1

k(x, xi), x ∈ R2 (3.10)

In Eq.3.10, k(x) can be a Gaussian or other kernel function. In clustering, we search
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for the nearest mode of P (x) for each point xi using gradient ascent. A cluster is formed

as all the points which converge to the same mode.

In order to seek the modes, there are plenty of different algorithms. Mean shift is a

well-known mode seeking algorithm. It is an iterative method to move each data point

uphill towards the mode, approximately following the gradient of the probability density

function according to Eq.3.10. In Figure 3.4(left), the black dots represent individual data

points and these points move along blue lines. The intensity of the image is proportional

to the probability density function P (x) and blue lines follow the direction of gradients

of the P (x).

 

Figure 3.4: Mean shift (Left) and quick shift (right)(Vedaldi and Soatto, 2008)

Quick shift is different from mean shift. In particular, it does not need gradients. It

moves each data point xi to its nearest neighbor xj, where there is the max local increase

of the probability density Px. In formulas,

yi (1) = argmin D(xi, xj), j : Pxj
> Pxi

Pxi
=

1

N

N∑
j=1

k(D(xi, xj)), D(xi, xj) < τ
(3.11)

In Eq.3.11, yi (1) is the trajectory where one data point xi moves to data point xj.

The kernel function k(D(xi, xj)) measures the distance D(xi, xj) of these two points and
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compute the probability density function. The distance of two points xi and xj must be

lower than a predefined threshold τ .

In Figure 3.4(right), the data points (black dots) moves directly to the nearest neigh-

bors with a higher probability density, as directions indicated by the arrows and proba-

bility density represented by intensity of the image. All the data points are connected as

a tree and modes are recovered by breaking the branches of the tree that are longer than

the distance threshold τ .

Quick shift is much simpler and faster than mean shift. The complexity of mean shift is

O(dN2T ) , however the complexity of quick shift is only O(dN2), where d dimensionality

of data space, N is the number of points and T is the number of iterations. At the same

time, based on the predefined distance threshold τ , quick shift can avoid under- or over-

fragmentation of modes, which frequently occurs with mean shift(Vedaldi and Soatto,

2008).

3.3 Deformable part model

The deformable part model (Felzenszwalb et al., 2010) is one type of sliding window

detector to locate different kinds of objects in 2D images. The basic idea of this model

is that an object consists of different parts and train a detector for the entire object and

the corresponding parts.

The model consists a coarse root filter to cover an entire object and higher resolution

part filters to cover smaller parts of the object. A Histogram of Oriented Gradients

(HOG) feature map is computed from each level of an image pyramid and feature maps

in different levels consist a feature pyramid. Figure 3.5 illustrates an instance of a model

in a feature pyramid. The location of root filter (blue) defines a detection window. The

part filters (yellow) are located λ levels down in the pyramid.

Mathematically, a model for an object is defined by (F0, P1, ..., Pn, b), where F0 is a

root filter, Pi is the part filter for part i, n is the number of part filters and b is a bias

term. Each Pi is represented by (Fi, vi, di), where Fi is the HOG features matrix of the

ith part filter, vi defines the relative position to the root filter as anchor position, and di
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represents the deformation cost for the part filter to the root filter (Felzenszwalb et al.,

2010).

In order to detect objects in the image, an object hypothesis determines the locations

of both root P0 and n part filters Pn in the model in the feature pyramid z = (P0, ..., Pn).

Where Pi = (xi, yi, li) defines location (xi, yi) and level li of the each part filter, as shown

in Figure 3.6.

Figure 3.5: Feature pyramid and definition of an object hypothesis (Felzenszwalb et al.,
2010)

The score of an object hypotheses is a criterion to detect objects in image. This

score is given by the scores of the filters at their locations minus a deformation cost that

depends on the relative position of each part with respect to the root filter, plus the bias.

score(P0, ..., Pn) =
n∑

i=0

Fi · ϕ(H,Pi)−
n∑

i=0

di · ϕd(dxi, dyi) + b (3.12)

In Eq. 3.12, Fi · ϕ(H,Pi) is the dot product of HOG feature matrix for each filter

Fi and calculated feature vector at the position and scale of each filter ϕ(H,Pi), which

represents the scores of each filter at their respective position. di is the deformation

cost for the part filter to the root filter and ϕd(dxi, dyi) is the displacement of each part

21



CHAPTER 3. THEORETICAL BACKGROUND

filter relative to anchor position defined by vi. The dot product of these two terms

di · ϕd(dxi, dyi) determines the deformation cost which depends on the relative position

for each part filter to the root filter, as spatial prior. b is the corresponding bias term

of each model. To detect an object in image, an overall score based on best placement

of parts is computed for each possible root location. High scoring root locations and

corresponding part filters define detections of the objects and predict a bounding box for

each object with the size of root filter.

3.4 Linear Kalman filter

The Kalman Filter (Kalman et al., 1960) is used widely in optimal estimation using a

linear model, e.g. trajectory estimation. In a 2D spcae, the state vector of one object is

described by Xt = (xt, yt, ẋt, ẏt), which consists of position (xt, yt) and its first derivative

(velocity (ẋt, ẏt)). In the state vector, t represents the current epoch.

The Kalman Filter works in a two-step process, prediction and correction. In predic-

tion, a linear motion model is used to generate prediction for the state vector of epoch t

from the state vector of previous time to current time.

X̄t = AX̂t−1 (3.13)

In Eq. 3.13 X̄t is the predicted state vector of epoch t and X̂t−1 is the corrected

state vector of epoch t− 1. A is the linear state transition matrix to describe the motion

model.

The motion model is

x̄t = x̂t−1 + ˆ̇xt−1 ·∆t

ȳt = ŷt−1 + ˆ̇yt−1 ·∆t
(3.14)

where ∆t is the time step between the epochs t and t− 1.

The covariance P̄t of the predicted state vector X̄t in current time depends on the

covariance P̂t−1 of the previous corrected state vector X̂t−1 and an additional covariance
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matrix of system noise Qt.

P̄t = AP̂t−1A
T +Qt (3.15)

In Eq. 3.15, the Qt is the covariance matrix of system noise, which includes the noise

of the velocity (σẋt , σẏt).

The correction step in the Kalmnan Filter uses a linear measurement model to correct

the predicted state and estimate optimal the current state vector based on prediction and

the current measurements. The measurement model is

xM
t = x̄t + σx

yMt = ȳt + σy

ẋM
t = ¯̇xt + σẋt

ẏMt = ¯̇yt + σẏt

(3.16)

where (σx, σy, σẋt , σẏt) represents the measurement noise, (xM
t , yMt ) is the current mea-

sured position and ẋM
t , ẏMt ) is the current measured velocity.

In this process, the Kalman gain Kt is an important parameter, which is calculated

from the covariance matrix of the predicted state.

Kt = P̄tC
T
t (Rt + CtP̄tC

T
t )

−1
(3.17)

In Eq. 3.17, Rt is the covariance matrix of the measurement noise and Ct is the output

matrix to describe the measurement model. The covariance P̂t of the current corrected

state vector can be calculate based on the Kalman gain Kt and the covariance P̄t of

predicated state vector.

P̂t = (I −KtCt)P̄t (3.18)

where I is an identity matrix.

The optimal state vector X̂t is determined based on Kalman gain Kt and predicted
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state vector X̄t of the current epoch.

X̂t = X̄t +Kt(Xt − CtX̄t) (3.19)

In Eq. 3.19, Xt = (xM
t , yMt , ẋt, ẏt) is the measured state vector of current epoch and

X̂t is the corrected state vector of current epoch. The estimated state vector X̂t can be

used to predict the state vector X̄t+1 for further epoch and form the optimal trajectories

for each object.

If the state transition and measurement models require non-linear forms, the Extended

Kalman Filter is able to deliver the optimal estimations.

3.5 Active Shape Model

In order to deal with the large variations of vehicle shapes, 3D active shape models as a

deformable 3D model learned from a set of CAD vehicle models is applied widely. Active

shape models were firstly introduced by Cootes et al. (1995) and extended to 3D using

sets of ordered vertex points in 3D space to represent objects, such as vehicles, bicycles

and faces. These models can be deformed iteratively to fit to the objects having different

shapes detected in 3D space.

As in (Zia et al., 2013), a certain number of annotated vertices is defined for a set

of CAD training vehicle models manually, residing in 3D space. This set of training

vehicles includes different types of vehicles, such as compact car, sports-car, SUV and so

on. These vertices are chosen from 3D CAD models, usually located at wheels, corner of

windows, doors and so on, to cover the entire vehicle. The definition and training set in

this thesis refer to Chapter 4.5.1.

The mean values for all vertex positions are calculated as mean model of all input

training models. Directions of most dominant deformations can be determined by apply-

ing a principal component analysis of covariance matrix of vertices. Active shape models

of any vehicles can be obtained through a linear combination with few parameters based

on the mean model and eigenvalues λi of the eigenvectors ei (Coenen et al., 2017).
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v (γk) = m+
∑
i

γ(i)λiei (3.20)

In Eq. 3.20 m is the mean model and ei is the i principal component eigenvector of the

covariance matrix of the vertices. The eigenvectors ei are weighted by their corresponding

eigenvalues λi and scaled by shape parameters γ
(i)
k , where i is number of eigenvalues,

eigenvectors and shape parameters.

In this thesis, the number of eigenvectors and eigenvalues in the active shape model

is defined as i ∈ {1, 2}, for a balance of complexity and quality of the model. Figure

3.6 shows active shape models as representations for different vehicles. These vehicles

are represented by 40 vertices and only using 2 shape parameters, i.e. (−1,−1), (1,−1),

(−0.5,−0.5), (−0.3,−0.8) and mean model as (0, 0).

 

Figure 3.6: Active shape models for representing vehicles by variation of two shape
parameters
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Methodology

The purpose of this thesis is to detect and track vehicles from stereo image sequences and

to derive pose and shape parameters for each vehicle. This approach builds on several

methods for 3D reconstruction from images, ground plane extraction, object detection,

tracking-by-detection and 3D modelling for objects.

In this thesis, the stereo image sequences acquired by static stereo cameras are used

as data source. The observing vehicle equipped multiple sensors has no ego motion, and

as a consequence, model coordinate systems for all stereo image pairs in a sequence are

identical. In the future, visual odometry e.g. (Kitt et al., 2010) can be introduced to

take into account the ego movement of sensors platform and stereo cameras. The stereo

cameras are calibrated so that interior and relative orientation parameters of the two

cameras are known for all epochs.

The basic work flow of this approach starts with 3D reconstruction from stereo image

pairs and detecting vehicles frame by frame. Based on detections, we try to track vehicles

over two continuous frames to determine each vehicle track, which means that two vehicles

from detections are associated to form one track. In the end, 3D modelling and pose

estimation is implemented for each vehicle track.

This thesis builds on the approach of Coenen et al. (2017) and tries to solve the follow-

ing problems. On the one hand, there are initialization problems for vehicle orientation

in (Coenen et al., 2017), which only use information about the bounding box in a single

frame to determine orientation for vehicle heading. In our approach, the prior knowl-
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edge about movement direction for each vehicle is used as initialization for orientation,

which is closer to the orientation direction of vehicle. Furthermore, as the 3D modelling

method introduced by (Coenen et al., 2017) needs 5 parameters for each detected vehicle,

it requires 10 parameters for modelling the same vehicle in two time steps. However, in

this approach, it only needs 7 parameters for each vehicle track with the help of motion

model.

Figure 4.1 shows the whole framework. In the beginning, the 3D object points are

generated by stereo image rectification, dense matching and triangulation. After 3D

reconstruction as first step, the following procedure is to detect vehicles. Vehicle detection

consists of two steps, the generic 3D object detection and the deformable part model as

verification in the image. In the vehicle tracking step, based on reliable detected vehicle

hypotheses, a tracking-by-detection strategy is implemented and identifies each vehicle

track. An energy function is introduced that consists of a data association term and

a motion model term. In the last step, an active shape model is fitted to each vehicle

track in two time steps simultaneously. At the same time, pose of two vehicles in each

vehicle track are optimized. More details of every step will be explained in the subsequent

sections.

4.1 Problem statement

Stereo image pairs from static stereo cameras can help to reconstruct a 3D scene. The

goal of this thesis is to describe a dynamic street scene, observed by static stereo cameras,

by a ground plane and a set of vehicle tracks and shapes described by a few parameters.

Given the static stereo image sequences showing a dynamic street scene, all visible vehicles

are detected frame by frame firstly. Further more, we try to associate detections of the

same vehicle in images from subsequent time steps. For each time step, pose (position

and orientation on the ground plane) is estimated and the shape is reconstructed for each

vehicle.

In detection, we focus on finding sets of reconstructed 3D object points xk and corre-

sponding color vector ck for each point in each stereo pair individually for each vehicle k.
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Figure 4.1: Flow-chart of the whole approach

Based on detections, we try to associate the vehicles. The vehicle track is defined as the

corresponding vehicles kt−1 and kt in two continuous frames, the previous and current

frame. Fitting a 3D deformable model is used as 3D shape reconstruction for each ve-

hicle track, and the vehicle poses (position and orientation on the ground plane) can be

estimated at the same time. Each vehicle track can be described by a vector of unknowns

Sk,t−1 = (pt−1, θt−1, γt−1, vt−1) for the vehicle in the previous frame and another vector

of unknowns Sk,t = (pt, θt, γt, vt) for the vehicle in the current frame. pt−1 and pt are

the positions of vehicles on the ground plane. θt−1 and θt are the rotation angles about

the axis vertical to the ground plane for each vehicle track, which are regarded as orien-

tations of each vehicle track. vt−1 and vt are the translational velocities of each vehicle

track with respect to the ground plane. γt−1 and γt are shape parameters to reconstruct

the shapes of each vehicle track. As the vehicle shape does not change with time, the

shape parameters of each vehicle track are identical. The fitting procedure is done for

each vehicle track simultaneously by estimating the vector of unknowns Sk,t. By making
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use of the motion model, the vector of unknowns Sk,t results directly from the estimated

vector Sk,t−1.

4.2 3D reconstruction

In the beginning, individual stereo image pairs and corresponding interior and relative

orientation parameters are inputed. Stereo image pairs can be rectified based on interior

parameters and relative orientation parameters of two cameras from calibration. In each

rectified image pair, the left image is defined as reference image. The dense disparity map

can be generated for every rectified image pair using the ELAS matcher (Geiger et al.,

2010) as described in Chapter 3.1.2.

The accuracy of depth value σZ of one 3D point is able to be determined using error

propagation of depth calculation in Eq. 3.5.

σZ =

√
f 2 ∗ b2 ∗ σ2

d

d4
=

f ∗ b
d2

∗ σd (4.1)

with the length of baseline b, the focal length f , the disparity value d and the accuracy

of disparity σd. Eq. 4.1 shows that, the inaccuracy of depth value σZ is increasing with

lower disparity values d. As a consequence, a maximum acceptable accuracy of depth

value σzmax can be defined and the minimum valid disparity dmin can be calculated by

dmin =

√
f ∗ b ∗ σ2

d

σzmax

(4.2)

In Eq. 4.2, the maximum acceptable accuracy of depth value σzmax and the accuracy

of disparity σd are defined by user. For each pixel in the disparity map, only the pixel

in the left rectified image with disparity d > dmin is regarded as valid 2D image point.

By the definition of minimum valid disparity dmin, the maximum depth value zmax of

generated 3D point cloud can be defined using Eq. 3.5. The coordinates of the 3D points

in the model coordinate system corresponding to the valid 2D image points are calculated

using Eq.3.5. Figure 3.2 shows the definition of the model coordinate system containing

these 3D points. The color information of the valid 2D image points in the left rectified

image are assigned to the corresponding 3D object points. The generated 3D point clouds
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with additional color information are essential for the further procedures.

4.3 Vehicle detection

In this thesis, vehicle detection follows (Coenen et al., 2017). Generic 3D object detection

is implemented for generating vehicle hypotheses and these hypotheses are verified by the

deformable part model in the left rectified image to achieve high-quality vehicle detections.

Stereo image pairs and generated 3D object points clouds are necessary inputs and this

detection approach is performed individually for each frame. At the same time, some

heuristic assumptions are taken into account as prior knowledge for detections. In the

end, a 2D bounding box in image space and a set of 3D object points for each detected

vehicle in each frame are delivered.

4.3.1 Vehicle detection assumptions

The stereo cameras are fixed on or near the top of a car with a certain height. When the

car does not move, the coordinate system of the image and generated 3D object points

are identical in the whole stereo image sequence. Furthermore, we make the assumptions

to constrain the vehicle detection procedure:

1. Vehicles are located on the street, which corresponds to the ground plane

2. Vehicles are surrounded by free space

3. Vehicles are always lower than a certain max height hmax

4. The area covered by a vehicle on the ground plane is within a known range

4.3.2 Ground plane extraction

Ground plane extraction is essential for the following procedures. The ground plane can

be extracted based on 3D points, generated as shown in Chapter 4.2. Only if the camera

capture from approximately horizontal direction to the ground plane, the reconstructed

3D objects points belonging to ground plane own low values in the axis vertical to ground
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plane. As shown in the coordinate system for reconstructed 3D point cloud in Figure 4.2,

the points belonging to ground plane have similar height values vertical to ground plane,

which is YM axis in the coordinate system. Figure 4.3 shows corresponding stereo image

and it is captured from approximately horizontal direction to the ground plane.

Figure 4.2: Model coordinate system definition in the reconstructed 3D point cloud

 

Figure 4.3: Corresponding stereo image

In this thesis, the ground plane is detected based on the reconstructed 3D object

points. The Random sample consensus (RANSAC) method is applied to determine plane

parameters in Hesse normal form. The plane equation for a plane Ω can be formulated

as

Ω : ax+ by + cz + d = 0 (4.3)

where n = [a, b, c]T is normal vector with ||n|| = 1 and d is the distance of the plane

from the origin. In order to reduce the number of points, the generated 3D points are

sorted firstly. The N lowest 3D object points according to their Y N
M coordinate (which is

almost vertical) are used for RANSAC. In each iteration of random sample consensus, 3

candidates points are selected randomly to construct a plane. The parameters of a plane

are determined by principal component analysis on the covariance matrix M of the points

pi with i ∈ 1, N
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M =
i∑

i=1

(pi − p̄)(pi − p̄)T (4.4)

where p̄ is the center of gravity from pi. The normal vector n can be determined as

eigenvector corresponding to the smallest eigenvalue and d can be determined by

d = −nT p̄ (4.5)

In each iteration, the number of other 3D points located near the generated ground

plane inside the threshold dthres are recorded. After a certain times of iterations ni, the

plane with the highest number of 3D points located inside the threshold is determined to

be the ground plane.

4.3.3 Generic 3D object detection

In the two-step approach for vehicle detection by Coenen et al. (2017), the first step is

to generate vehicle hypotheses in 3D object space using a clustering method.

Based on the ground plane extracted in the way as described in Chapter 4.3.2, the

height of each point can be defined as its distance from the ground plane. Based on

assumption (3) in Chapter 4.3.1, all the points lower than the predefined max height

hmax are accepted as possible points, except the points belonging to the ground plane.

These 3D points are projected to the ground plane and a ground plane density map of

these projected 3D points is computed. A grid with certain width ∆D is defined in the

ground plane to represent the density in a raster map.

According to assumption (2) in Chapter 4.2.1, each vehicle can be represented by

a cluster of projected points in the ground plane density map. Quick-shift clustering

(Vedaldi and Soatto, 2008) is used for clustering here (cf. Chapter 3.2). After clustering,

a vehicle hypothesis is represented by 3D projected points in a cluster across plenty of

cells. However, these clusters may not only represent a vehicle, but also objects such

as pedestrians, traffic lights and trees. Assumption (4) in Chapter 4.2.1 contributes

to remove these false hypotheses. Clusters covering an area smaller than a threshold

Amin and larger than a another threshold Amax on the ground plane, where the area
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is defined by minimum bounding rectangle (Shekhar and Xiong, 2007), are regarded as

false hypotheses and rejected. The remaining clusters represent vehicle hypotheses for

the further process. The corresponding 3D object points and 2D image points are also

stored as vehicle hypothesis information in the second detection step.

4.3.4 Verification using the deformable part model

Vehicle hypotheses generated by 3D object detection are not reliable enough. On the one

hand, there is still a number of false detections after rejecting plenty of them only by the

area assumption, which cannot differentiate vehicles from objects having a similar size.

On the other hand, many vehicles are split into multiple clusters, each corresponding to

part of the vehicle. This can be caused by occlusion. In the original images, some parts

are occluded or cannot be matched, which leads to 3D projected points in ground plane

density map clustered into multiple clusters.

To overcome these problems, the deformable part model (Felzenszwalb et al., 2010)

is used to verify vehicle hypotheses in 2D images (cf. Chapter 3.3). The deformable part

model delivers 2D bounding box BBDPM in a 2D image for each 2D vehicle hypothesis.

Every 3D object hypothesis is composed of a set of 3D points, and the corresponding

2D points. Based on these 2D points, the 2D bounding box in image space is derived

as BBhyp . The Jaccard Index (Everingham et al., 2010) corresponds to the intersection

over union in image space index for BBDPM and BBhyp.

JI
(
BBDPM , BBhyp

)
=

|BBDPM ∩BBhyp|
|BBDPM ∪BBhyp|

=
|BBDPM ∩BBhyp|

|BBDPM |+ |BBhyp| − |BBDPM ∩BBhyp|

(4.6)

In order to increase the accuracy of detections, when JI
(
BBDPM , BBhyp

)
is larger

than a threshold θJ , a 3D object hypotheses will be kept as a final detection. The

threshold θJ is defined by user.

If several object hypotheses BBhyp have the JI
(
BBDPM , BBhyp

)
larger than the

threshold θJ to a same 2D vehicle hypothesis BBDPM detected by the deformable part
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model, these object hypotheses correspond to one entire vehicle and will be merged.

The final detections after verification and merging are reliable and used in the following

tracking and 3D modelling procedures. The results of the detection step consist of a set

of 3D object points and the corresponding 2D bounding box in image space for each

detected vehicle. Based on the 3D projected points in the ground plane density map

corresponding to each detection, the minimum bounding rectangle can be used to define

as 2D bounding box in object space. The position of a detection hypothesis is defined

as the center of the bounding box. At the same time, the other information (position

in image, color information of each points belonging to detection) is stored for further

processing.

4.4 Vehicle tracking

The method described in Chapter 4.3 can deliver reliable results in vehicle detection.

Here, a tracking method is implemented. Two subsequent stereo pairs and the detected

vehicles with additional information as described previously are used as input. In this

step, individual vehicles in two continuous time steps are associated.

4.4.1 Kalman filter

In this thesis, the Kalman filter is used to estimated trajectories in this thesis (cf. Chapter

3.4).

According to the assumptions in Chapter 4.3.1, vehicles only move on the ground

plane, so that movement of vehicles can be described in 2D space instead of 3D. As

described in Chapter 4.3.2, the ground plane has a certain height in y axis of the model

coordinate system, so that the 2D ground plane for vehicle moving consists of x and z

axes. As a consequence, the position of one vehicle in the current epoch t can be described

as (pxt , p
z
t ), which is the center of the bounding box on the ground plane. (vxt , v

z
t ) is the

translational velocity in x and z axes of the ground plane.

In epoch t > 0, the velocity of vehicle in the current epoch can be measured with the

relative position of two vehicles in previous and current frame
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vxt = (pxt − pxt−1)/∆t

vzt = (pzt − pzt−1)/∆t
(4.7)

where ∆t is time step of two continuous epoches, which is known from the stereo

image pairs acquisition setup. As in Chapter 3.4, the measured state Xt can be described

as Xt = (pxt , p
z
t , v

x
t , v

z
t ). X̄t is the predicated state vector of the current epoch and X̂t is

the corrected state vector, with the same form as the measured state Xt.

Based on the motion model, described in Chapter 3.4, the transition matrix A in the

Kalman filter is defined as

A =


1 0 ∆t 0

0 1 0 ∆t

0 0 1 0

0 0 0 1


(4.8)

The output matrix C in the Kalman filter to describe the measurement model is

C =


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1


(4.9)

In implementation, the Kalman filter needs the initialization and determination of

a set of parameters. In epoch t = 0, if there is any detected vehicles, the initial state

vectors compromise the position of these detected vehicles in epoch t = 0 and the initial

translational velocity (vx0 , v
z
0) defined by user, additionally, the initial covariance matrix

of initial state vector P0. The noise of translational velocity (σvx , σvz) and the noise of

measured position (σpx , σpz are predefined. Consequently, the system noise covariance

matrix Qt and the measurement noise covariance matrix Rt are defined. If there is no

detected vehicles in one epoch t = a of one stereo image sequence, the Kalman filter is

initialized again in epoch t = a+ 1 using the same initialization method.
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In epoch t > 0, the state vectors of each pair of detected vehicles in two continuous

frames, including one vehicle in the previous frame V t−1
i and one vehicle in the current

frame V t
j , are estimated using Kalman filter. The Kalman filter can estimate a corrected

state vector for each detected vehicle in epoch t > 0. A predicted state vector of the

vehicle in the current frame X̄t can be delivered based on the corrected state vector of

the vehicle in the previous frame X̂t−1 using Eq. 3.13 and it is recorded for tracking

process, additionally, the corresponding measure state Xt.

4.4.2 Tracking

Tracking is carried out in object space and usually formulated as an energy minimization

problem, where the energy function consist of a data association term and motion term.

Often, the combination of different complementary cues is used to improve the robustness

of tracking systems (Janai et al., 2017), such as knowledge about geometry, radiometry,

topology and semantics of an object.

In this thesis, based on detected vehicles in each frame, the purpose of tracking is

to associate the same vehicles in two continuous frames using a set of reasonable cues.

According to the assumptions in Chapter 4.3.1, vehicles only move on the ground plane.

In this thesis, the vehicles are tracked on the ground plane, in a 2D projection of object

space. One detected vehicle from previous frame V t−1
i and one detected vehicle from

current frame V t
j constitute a pair of detected vehicles. Parameters of each pair of detected

vehicles are calculated in an energy function

E(Ct, Ct−1, Xt, X̄t) = Edata (Ct, Ct−1) + Emotion(Xt, X̄t) (4.10)

In Eq. 4.10, t is the epoch of the detected vehicle V t
j and t − 1 is the epoch of the

detected vehicle V t−1
i .

Edata (Ct, Ct−1) is the data association term including the feature, namely, the differ-

ence of mean color (mean RGB value) for two detected vehicles in previous and current

frame. Where Ct is the mean value of RGB values for each 3D point of the detected

vehicle from current frame V t
j and Ct−1 is the same parameter of the detected vehicle
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from previous frame V t−1
i .

In motion term Emotion(Xt, X̄t), Xt is measured state of the detected vehicle from

current frame V t
j and X̄t is the predicted state vector of V t

j , estimated from the previous

corrected state vector X̂t−1 of the vehicle V
t−1
i using the Kalman filter (cf. Chapter 4.4.1).

The tracking starts from epoch t = 1 and compute the energy function frame by frame.

It needs initialization for the Kalman filter in t = 0. If there is no detected vehicles in

one epoch t = a of one stereo image sequence, the Kalman filter needs initialization in

epoch t = a+ 1 and tracking starts again from epoch t = a+ 2.

In this approach, the energy function is computed for each pair of detected vehicles,

V t−1
i and V t

j . Only if the energy of one pair of detected vehicles is lower than a threshold

Ethres, the corresponding vehicle in previous V t−1
i and current frame V t

j can be regarded

as a potential vehicle track (V t−1
p , V t

p ). When more than one vehicle in previous frame

may be associated to the same vehicle in the current frame with an energy lower than the

threshold Ethres, the pair having the minimum energy is selected. The threshold Ethres

of energy function is selected experimentally.

By analogy, the current frame t becomes the previous frame corresponding to the

epoch t+ 1. The energy function is computed for each pair of detected vehicles in the

current frame V t
j and the epoch V t+1

k and determine the potential vehicle track (V t
p , V

t+1
p )

using the same method. If two potential vehicle tracks (V t−1
p , V t

p ) and (V t
p , V

t+1
p ) corre-

sponds the same vehicle V t
p in the epoch t, the corresponding vehicle in the epoch t− 1,

t and t+ 1 is associated as potential vehicle tracks.

Data association term

The stereo image pairs are captured with a high frame rate. The illumination, therefore

is quite similar for two continuous. Furthermore, vehicles are usually covered mainly by

one color, so that we can assume corresponding vehicles show similar mean color (mean

RGB value) of all 3D object points in two consecutive frame. So in this approach, low

difference of the mean colors of detected vehicles in the previous and the current frames

is selected as the feature in data association term, which can be formulated
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Edata (Ct, Ct−1) =
||Ct − Ct−1||

256

Ct =

∑n
n=1(Rn +Gn +Bn)

n

Ct−1 =

∑m
m=1(Rm +Gm +Bm)

m

(4.11)

In Eq. 4.11, n represents each 3D point belonging to the detected vehicle from previous

frame V t−1
i and m represents each 3D point of the detected vehicle from current frame

V t
j . R,G and B represent values in red, green and blue channels. Ct is the mean value of

RGB values for each 3D point of the detected vehicle from current frame V t
j and Ct−1 is

of the detected vehicle from previous frame V t−1
i . The absolute difference of mean color

for vehicle in the current and previous frame ||Ct −Ct−1|| is normalised by 256, which is

the number of 8-bit grayscale in each RGB channel of a color image.

Based on assumptions described previously, the same vehicles in current and previous

frame may be associated, if the data association term Edata (Ct, Ct−1) in the energy func-

tion is low. Using Edata (Ct, Ct−1) term is not sufficient in the situation, where multiple

objects of similar appearance are presented. Thus, in order to deal with much more com-

plicated situations, the motion of vehicles has to be modelled and motion model term in

energy function is necessary.

Motion term

The motion model term in the energy function is defined as the difference between the

measured state Xt and the predicted state vector X̄t of the detected vehicle in the current

frame V t
j . The predicted state vector X̄t is estimated from the previous corrected state

vector X̂t−1 of the detected vehicle in the previous frame V t−1
i using the Kalman Filter

(cf. Chapter 4.4.1).

Emotion(Xt, X̄t) = ||Xt − X̄t|| (4.12)

If two vehicles are the corresponding vehicles in previous and current frame, this

motion energy term should be small.
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In order to deliver suitable normalised number in the energy function, the motion

term in the energy function is defined as norm form in this thesis.

Emotion(Xt, X̄t) = ||Xt − X̄t||
2

Σ (4.13)

where the norm of ||Xt − X̄t||
2

Σ is defined similar to Engelmann et al. (2017):

||Xt − X̄t||
2

Σ = ||Xt − X̄t||
T
Σ−1||Xt − X̄t|| (4.14)

The covariance matrix Σ in Eq. 4.14 is approximated using first-order error prop-

agation of velocity noise through the motion model and adding a constant factor on

covariances for translational velocity.

Σ = JΣ(vx,vz)J
T

Σ(vx,vz) =

σ2
vx 0

0 σ2
vz

 (4.15)

In Eq. 4.15, Σ(vx,vz) is the covariance matrix of translational velocity. J is Jacobian

matrix ∇(vx,vz)g|(vx,vz) evaluated the state vector Xt at (v
x, vz)

J =


∆t 0

0 ∆t

1 0

0 1


(4.16)

The motion term in the energy function is essential for determination of high quality

vehicle tracks.

4.5 3D modelling and pose estimation

The purpose of 3D modelling is to determine a specific 3D representation for each tracking

vehicle. Due to the different shapes for each vehicle, a 3D deformable model is necessary
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for modelling. In this approach, the active shape model as in Zia et al. (2013) is applied

(cf. Chapter 3.5). At the same time, pose parameters belonging to each tracked vehicle

can be determined by a model fitting process. In the end, 3D model and precise pose

(position and orientation) are delivered as outputs for each tracked vehicle.

4.5.1 Active shape model

In this approach, 40 vertices are chosen to represent a vehicle. These vertices are dis-

tributed on the wheels, corners and windows. Figure 4.4 shows the vertex distribution

for a vehicles.

Figure 4.4: Vertices definition for an active shape model

The first step of generating different active shape models is to determine the mean

model of vehicle. In this approach, a set of different 3D CAD models for different types

of vehicles (sports-car, compact car, estate-car, SUV and sedan), seen in Figure 4.5, are

used to define mean model, which consists of the mean values for all vertices positions.

The mean model of vehicle is shown in Figure 4.6.

Applying principal component analysis directions of deformations can be define to
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Figure 4.5: 3D CAD models in the training set

 

Figure 4.6: Mean Model

deform the mean model so as to deliver different shapes. By a linear combination of

eigenvectors in Eq. 3.20, different vehicle shapes can be generated by variation of shape

parameters γk. Based on an empirical evaluation, two shape parameters ( i ∈ {1, 2} )

were found to be sufficient to represent all vehicles in our test data set.

41



CHAPTER 4. METHODOLOGY

4.5.2 Initialization for model fitting

In our approach, two vehicles in each vehicle track are modelled simultaneously and starts

from epoch t = 1. In order to fit models for each vehicle track, several parameters have to

be determined. The vectors of unknowns, described in Chapter 4.1, has to be initialized.

The initialised position of the vehicle in the previous frame is defined as (0pxt−1,
0pzt−1),

the center of bounding box on the ground plane. Using Eq. 4.7, the initialised position of

the corresponding vehicle in the current frame can be determined by translation velocity

(0vxt ,
0vzt ).

In order to overcome the initialisation problems for heading in (Coenen et al., 2017),

the prior knowledge about moving direction in a vehicle track is used for initialing heading

instead of using the direction of the semi-major axis of the bounding box. Based on the

relative position of two vehicles in previous and current frame, the orientation of previous

frame can be initialised as

θt−1 = atan(
vxt
vzt

) (4.17)

We assume that, the heading direction of a vehicle does not change much in a short

time step. As a consequence, the initialised orientation of the vehicle in current frame

is assumed the same as the initialised orientation 0θt−1 of the vehicle in previous frame

belonging to current vehicle.

As initialization of the vehicle shape, the mean model (cf. Chapter 4.5.1) is used

which results in the initial parameters (0γ1
t−1,

0γ2
t−1) are as (0, 0) vector. Two vehicles

in one vehicle track are the same vehicle. We assume that, the shape parameters of a

vehicle is identical in two continuous epochs.

The initial parameters for modelling one vehicle track is defined as (0pxt−1,
0pzt−1,

0θt−1,
0γ1

t−1,
0γ2

t−1,
0vxt ,

0vzt ).

4.5.3 Model fitting model and pose estimation

Active shape models consist of sets of 3D vertices. Model fitting is based on minimizing

the distances between 3D object points belonging to a vehicle and the models surfaces
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according to the active shape models. In order to fit active shape model to a 3D point

cloud, a triangle mesh is defined for active shape model vertices. The model surface is

represented by these triangles. In our approach, 40 vertices determine 58 triangles for

each vehicle.

In active shape model, the shape parameters variate to determine the best shape

model for each vehicle track. By translation and rotation of the model on the detected

ground plane, the best fitting positions can be found.

Model fitting starts from epoch t = 1 and two vehicles in one vehicle track are modelled

simultaneously. For each vehicle track, the model for the vehicle in the previous frame

Mt−1 is described by position, orientation and shape parameters, as (pxt−1, p
z
t−1, θt−1, γ

1
t−1,

γ2
t−1). At the same time, the generated model Mt−1 can provide the model for the corre-

sponding vehicle in the current frame Mt by translational movement, as Mt(Mt−1, v
x
t , v

z
t ).

Consequently, the vehicle poses of two frames in one vehicle track can be modelled simul-

taneously with the help of 7 parameters in this approach. In contrast to 10 parameters

for modelling in Coenen et al. (2017), this approach makes the calculation much less.

Model fitting can be defined as minimizing an energy function for the generated model

of a vehicle in two frames with respect to the corresponding 3D object points.

E (xt−1, xt,Mt−1,Mt) = Et−1 (xt−1,Mt−1) + Et (xt,Mt) (4.18)

where the 3D object points xt−1 for vehicle in the previous frame and the 3D object

points xt for vehicle in the current frame are observed for the same vehicle in two different

time steps.

The energy of the model in each frame t can be defined as

Et(xt,Mt) =
1

P

P∑
p=1

d(xp
t ,Mt) (4.19)

The energy term corresponds to the mean distance of the P object points xp
t ∈ xt

to the triangulated model surface, similar to Xiao et al. (2016). This mean distance is

defined as a score for each model. Model fitting for two vehicles in one vehicle track is

based on minimizing energy in Eq. 4.18 and try to minimize the scores for both models
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Mt−1 and Mt.

For determining active shape model for each vehicle track, an iterative fitting method

is implemented in this approach. In each iteration, we generate i model particles M i
t−1

for the vehicle in the previous frame. For each generated model particle M i
t−1, j model

particles M j
t are generated for the corresponding vehicle in the current frame.

In the beginning, the model M0
t−1 and the model M0

t−1 generated by the initial param-

eters, described in Chapter 4.5.2, are used to calculate an initial score by Eq. 4.18. In

the first iteration, we draw i particles to create i different M i
t−1 models. For each model

M i
t−1, the parameters pxt−1, p

z
t−1, θt−1, γ

1
t−1, γ

2
t−1 are sampled from a uniform distribution

centered at the initial parameters. The interval boundaries of the uniform distributions

of each parameter are defined individually. For each model particle M i
t−1, we generate

j particles of the model M j
t . For each model M j

t , the translational velocity parameters

vxt , v
z
t are sampled from a uniform distribution centered at the initial parameters and the

interval boundaries of the uniform distributions of translational velocity parameters are

predefined. By using Eq. 4.18 and Eq. 4.19, the scores of each model M i
t−1 and the scores

of the corresponding models M j
t are calculated. The M i

t−1 model with the minimum score

and the M j
t model corresponding to the M i

t−1 model with the minimum score are selected

as best scoring models in the first iteration.

For the further iterations, the procedure of particles generation and scoring calcula-

tion are the same. However, in the subsequent iterations, the parameters from the best

scoring models in last iteration are used as the centers of the uniform distribution and

the respective interval ranges of each parameters are reduced with a certain descending

factor τ . After np number of iterations, the model MB
t−1 with minimum score and the

corresponding model MB
t to the MB

t−1 model with minimum score from all iterations is

selected as final models for one vehicle track.

The final models are generated as wireframes in 3D object space. The position and

orientation parameters in the final models are recorded as outputs of pose estimation for

each vehicle track.

44



Chapter 5

Experiments and evaluation

5.1 Test data and setup

In this thesis, the dataset in the object tracking benchmark from the KITTI Vision

Benchmark Suite (Geiger et al., 2012) is used in experiments and evaluation. The Kitti

Vision Benchmark Suite is a project of Karlsruhe Institute of Technology and Toyota

Technology Institute at Chicago. The data of the KITTI Vision Benchmark Suite are

captured by the autonomous driving platform Annieway, which is a VW Passat B6 wagon

equipped by multiple sensors as shown in 5.1, in rural areas and on highways around

Karlsruhe.

Besides a Velodyne laser scanner and a GPS localization system, four cameras are e-

quipped on the wagon, namely two high-resolution color and two grayscale video cameras,

the type of Point Grey F lea2 1.4 Megapixels. The two color cameras are mountained

on the top of the wagon with 54 [cm] length of the baseline between each other, the same

setup of the two grayscale cameras. The cameras are triggered at 10 frames per second

and the images are cropped to a size of 1382 × 512 pixels (Geiger et al., 2012).

The object tracking benchmark dataset in the KITTI Vision Benchmark Suite consists

of 21 training sequences with labeled objects and 29 test sequences without labelling. In

the object tracking benchmark, the labeled objects in the training sequences can help

to evaluate the approach presented in this thesis. These labels include different types

of objects, based on the left image of stereo image pairs. In this approach, we only
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Figure 5.1: Multiple sensors setup on the autonomous driving platform ”Annieway”
[http://www.cvlibs.net/datasets/kitti/, 09.09.2017]

consider cars. For each tracking object in every frame, the benchmark provides frame

number, tracking ID, 2D image bounding box and pose information. Poses of tracked

vehicles are represented by 3D object location in object space and orientation, which is

the rotation angle about the vertical axis in object space. Vehicles near image borders

may be truncated. In the reference, the degree is recorded, too, with 0 = not truncated, 1

= partly truncated and 2 = largely truncated. In some case, vehicles are located behind

other objects from the viewpoint of the camera. Since occlusion values are also provided

for each object tracking reference, with 0 = fully visible, 1 = partly occluded, 2 = largely

occluded and 3 = unknown. Due to different truncation and occlusion situations, three

levels of difficulties are determined, as shown in Table 5.1.

Table 5.1: Definition of different reference mode

Easy Moderate Hard

Maximum truncation 0 1 2

Maximum occlusion 0 1 2

In this thesis, stereo image sequences acquired by static cameras are used as data
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source. From the object tracking benchmark dataset, two stereo image sequences from

training sequences with no camera motion and the corresponding labelled objects are

selected for experiments and evaluation. One of these sequence (Sequence 1) consists of

81 frames, where the vehicle with cameras was standing at a traffic light. This scene

is an open street with no obvious objects between the cameras and passing vehicles, cf.

Figure 5.2. The number of occluded and truncated vehicles is low. The other sequence

(Sequence 2) consists of 22 frames. The vehicle with cameras is standing in a street and

a traffic light occludes the moving vehicles, cf. Figure 5.3. The number of occluded and

truncated vehicles is high. The following evaluation is based on these two sequences, in

order to test this approach under different situations.

 

Figure 5.2: Image from Sequence 1

 

Figure 5.3: Image from Sequence 2

5.1.1 Evaluation strategy

For the evaluation of vehicle detection, we calculated the intersection of union score SIOU

of the detected 2D bounding box BBres and the reference bounding box BBref , also

known as the Jaccard Index (Everingham et al., 2010).
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SIOU = 100 · |BBres ∩BBref |
|BBres ∪BBref |

=
|BBres ∩BBref |

|BBres|+ |BBref | − |BBres ∩BBref |

(5.1)

As defined in (Geiger et al., 2012), the detection with the intersection of union score

SIOU of one detection higher than 50% and the height of the detected 2D bounding box

BBres larger than 25 [pixel], is regarded as a correct detection, namely, true positive

(TP). When other objects, besides vehicles, are detected as vehicles, the detections are

regarded as false positive (FP). False negative (FN) refers to, the vehicles in the reference

can not be detected in the experiments. If multiple detections occurs for the same vehicle,

we count only one detection as true positive and the further detections are seen as false

positives. Furthermore, we calculate the values for (Heipke et al., 1997)

Completness[%] = 100 · TP

TP + FN
(5.2)

Correctness[%] = 100 · TP

TP + FP
(5.3)

Completness[%] = 100 · TP

TP + FN + FP
(5.4)

The completeness measures the percentage of the reference objects that can be de-

tected and the correctness represents the percentage of the detected objects having a

corresponding in the reference. Quality is used for ranking as an overall accuracy.

For the evaluation of vehicle tracking, we use the similar method as the evaluation of

vehicle detection, by calculating the intersection of union score SIOU of the tracked 2D

bounding box and the reference bounding box, using Eq. 5.1. We reqiure the SIOU higher

than 30% and the tracked 2D bounding box BBres larger than 25 [pixel]. Additionally,

we compare the tracking ID of the tracked vehicle to the reference. The tracking ID

represents the unique ID of one object in a sequence and represent the unique trajectory

of an object. True positive (TP) refers to the tracked vehicle having the same tracking
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ID as the reference. False positive (FP) means that, the tracked vehicle is assigned to

the wrong trajectory, with a different tracking ID as in the reference. False negative

(FN) represents that, a vehicle has not been tracked in one frame of a sequence. The

completeness, correctness and quality are calculated using Eq. 5.2, Eq. 5.3and Eq. 5.4.

The completeness is the tracked rate, the percentage of the reference objects that can be

tracked. The correctness represents the ratio of the correctly tracked objects, with the

same tracking ID to the reference. Quality, as overall accuracy, is used for ranking.

For evaluating pose estimation, the position pt on the ground plane and the orientation

θt from the model fitting procedures are compared to the references. Only the poses

belonging to correctly tracked vehicles (TP) are considered. Because the falsely tracked

vehicle (FP) and missed tracked vehicle (FN) cannot estimate poses in the first place. If

the difference of position to reference is lower than 0.75 [m] and difference of orientation

to reference is lower than 22.5◦, the estimation is considered to be correct.

5.1.2 Parameter settings in experiments

Our vehicle tracking and pose estimation approach requires the definitions of several pa-

rameters. In each step, the determination takes place in different ways and the individual

parameter will be described separately in the following.

Parameters for 3D reconstruction

In 3D reconstruction (cf. Chapter 4.2) the minimum valid disparity needs to be defined.

The necessary parameters, the maximal value σzmax for precision of the depth values and

σd as precision of the disparity, are defined in Table 5.2. According to the sensors setup in

the KITTI Vision Benchmark Suite, the focal length of two color cameras is 738.4 [pixel]

and the length of baseline between two cameras is 54 [cm]. Using Eq.4.2 the minimum

valid disparity can be defined. As a consequence, the maximum depth value zmax of a

reconstructed 3D point cloud is 24.3 [m].
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Table 5.2: Parameters to determine minimum valid disparity

Parameter Value Description

σzmax 1.5 [m] maximum valid precision of depth value

σd 1.0 [pixel] precision of disparity

dmin 16.1 [pixel] minimum valid disparity

Parameters for vehicle detection

The first step of vehicle detection is to determine the ground plane (cf. Chapter 4.3.1).

In ground plane extraction, the random sampling consensus algorithm is used and the

definitions of the corresponding parameters in the experiment refer to Table 5.3.

Table 5.3: Parameters for ground plane extraction

Parameter Value Description

N 1500 number of points to detect the ground plane

dthres 20 [cm] distance threshold to determine the inliers

ni 50 number of iterations in RANSAC

In vehicle detection, a few parameters are needed to define the vehicle detection

assumptions (cf. Chapter 4.3.2) and these parameters are shown in Table 5.4.

Table 5.4: Parameters in the vehicle detection assumptions

Parameter Value Description

hmax 2.5 [m] maximum height of a vehicle

Amin 1 [m2] minimum area covered by a vehicle

Amax 15 [m2] maximum area covered by a vehicle

In verification with deformable part model (cf. Chapter 4.3.4), the threshold θJ for

Jaccard Index is defined experimentally and is set to θJ = 0.3.

Parameters for tracking

In vehicle tracking, several parameters in the Kalman filter (cf. Chapter 4.4.1), which is

used for trajectories estimation, need to be determined as in Table 5.5.
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Table 5.5: Parameters in the Kalman filter

Parameter Value Description

vx0 , v
z
0 15 [m/s] initial velocity of the vehicle in x and z axes

on the ground plane

0Ppx , 0Ppz 5[m] initial covariance of the position

0Pvx , 0Pvz 2[m/s] initial covariance of the velocity

σpx , σpz 0.5[m] precision of the measured positions in x and
z axes on the ground plane

σvx , σvz 0.2[m/s] precision of the velocity in x and z axes on
the ground plane

The threshold for energy function Ethres used in tracking (cf. Chapter 4.4.2) is defined

based on experiments and is set to Ethres = 0.8.

Parameters for model fitting

In model fitting procedure, an iteration approach is used(cf. Chapter 4.5.3). Table 5.6

performs the definition of the related parameters in model fitting approach.

5.2 Evaluation

5.2.1 Vehicle detection

Vehicle detection results are essential for the following tracking and pose estimation pro-

cesses. If the vehicles cannot be detected correctly, vehicles cannot be tracked successfully.

In the evaluation of detection, we only focus on the vehicles that can be tracked.

Table 5.7 shows the results of evaluation for detected vehicles in Sequence 1.

In Sequence 1, the quality and completeness of results decrease with increasing level

of difficulty. No matter in which difficulty mode, there is a few false positive detections

and correctness show good state.

In Table 5.7, there are 5 false positive detections. In this approach, we use minimum

bounding rectangle to cover the vehicle parts visible in both stereo images, however,

in reference, bounding boxes also contain the non-visible parts. As a consequence, the

intersection of union score SIOU of two bounding boxes for these 5 detections become
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Table 5.6: Parameters for model fitting

Parameter Value Description

np 10 number of iterations

i 80 number of generated model Mt−1 in each it-
eration

j 10 number of generated model Mt correspond-
ing to each different model Mt−1

Rpxt−1
, Rpxt−1

±1.5 [m] the interval boundary of the uniform distri-
bution for sampling different positions pa-
rameters

Rθt−1 ±15◦ the interval boundary of the uniform distri-
bution for sampling different orientations pa-
rameters

Rγ1
t−1

, Rγ2
t−1

±1 the interval boundary of the uniform distri-
bution for sampling different shape parame-
ters

Rvxt−1
, Rvxt−1

±15 [m/s] the interval boundary of the uniform distri-
bution for sampling different velocities pa-
rameters

τ 0.9 descending factor of reducing the interval
boundary of sampling different parameters in
uniform distribution in each subsequent iter-
ations

Table 5.7: Detection evaluation in Sequence 1

Easy Moderate Hard

Ref 118 155 173

TP 113 139 140

FP 5 5 5

FN 5 16 33

Completeness 95.8% 89.7% 80.9%

Correctness 95.8% 96.5% 96.6%

Quality 91.9% 86.9% 78.7%

less than 50% (cf. Chapter 5.1.1) and these 5 detections are regarded as false positive

detections. For instance, as in Figure 5.4, the detected vehicle with the orange bounding

box and the blue bounding box is one of these 5 detections, with SIOU less than 50%.
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The other two vehicles, by green bounding boxes (reference) and blue bounding boxes

(detection) covering, have the SIOU larger than 50%. The vehicles without bounding box

are not considered in this approach, because of the maximum depth value zmax of the

generated 3D point cloud (cf. Chapter 4.2).

Figure 5.4: False positive detection in Sequence 1

For the easy difficulty level, only few vehicles are missed, and our method can achieve

over 95% in completeness and correctness. However, the numbers only consider the

vehicles without occlusion and truncation. In the moderate level, there are 37 vehicles in

reference and 11 of them missing detection more than the easy level. The completeness

decrease 6% and correctness is almost the same. In the hard level, there are 18 vehicles,

which are largely truncated or occluded, and 17 of them can not be detected at all. The

completeness in the hard level is almost 10% lower than in the moderate level and 15%

lower than in the easy level. However, the number of false detections remains the same.

In this detection approach, our vehicle assumptions limits the detection of vehicles

partly visible. The 3D points cannot be reconstructed in occluded situations. This leads

to plenty of missing vehicles in the moderate and hard levels. For instance, in Figure 5.5,

the vehicle in the lower right corner of image and the one occluded by another vehicle

cannot be detected successfully. In Figure 5.5, red bounding boxes are missing detections,

the true positive detection is covered green bounding box (reference) and blue bounding

box (detection) simultaneously.

Table 5.8 shows the evaluation of vehicle detection in Sequence 2.

In Sequence 2, the evaluation results show a similar tendency as for Sequence 1.

However, a traffic light always occludes the passing vehicles, so that most detected vehicles

belong to the moderate and hard type in reference. There are only 3 fully visible vehicles,
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Figure 5.5: Missing detection in Sequence 1 in the hard mode evaluation

Table 5.8: Detection evaluation in Sequence 2

Easy Moderate Hard

Ref 3 25 26

TP 3 16 16

FP 0 0 0

FN 0 9 10

Completeness 100.0% 64.0% 61.5%

Correctness 100.0% 100.0% 100.0%

Quality 100.0% 64.0% 61.53%

and all of them can be detected correctly. With evaluation difficulty increasing, more

and more vehicles cannot be detected. More than 30% of the vehicles are missing in

the moderate and hard level. However, there is no false detections in any frame from

this sequence. Comparing hard and moderate modes, there is only one new vehicle and

missing in detection with this approach.

Figure 5.6: Missing detection in Sequence 2 in the hard mode evaluation

Figure 5.6 shows a vehicle which is partly occluded behind the traffic light. Another

vehicle is truncated heavily. It is hard to detect both of them, and most frames in this

54



CHAPTER 5. EXPERIMENTS AND EVALUATION

sequence have similar characteristics.

In Sequence 1, no matter in which mode, over 80% vehicles of the vehicles from the

reference can be detected and over 95% are correct. Most vehicles are reliably detected,

which is important for the following tracking procedure. In Sequence 2, due to the

high number of missing detections, tracking becomes hard. Most vehicles, with largely

occluded and truncated as in hard mode, are hard to be detected. This may lead to

problems in tracking.

5.2.2 Vehicle tracking

Table 5.9 shows each evaluation result of tracking in Sequence 1 and the definitions of

parameters in tracking evaluation refer to Chapter 5.1.1.

Table 5.9: Tracking evaluation in Sequence 1

Easy Moderate Hard

Ref 123 160 178

TP 116 132 132

FP 0 0 0

FN 7 28 46

Completeness 94.3% 82.5% 74.2%

Correctness 100.0% 100.0% 100.0%

Quality 94.3% 82.5% 74.2%

In Sequence 1, the evaluation results show similar potential to the detection evaluation

results. However, due to undetected vehicles, there are lots of missed tracked vehicles

and completeness is lower compared to Table 5.9. In easy level, a satisfactory result is

achieved nevertheless. About 95% of the vehicles are tracked successfully compared to

reference and all tracked vehicles are assigned to the right trajectory (tracking ID) as in

the reference, with 100% as correctness. The quality in easy level is as high as 91%.

In moderate and hard mode, the number of falsely tracking vehicles is the same, so

that correctness remains at a high level. However, more and more tracking vehicles are

missed with increasing difficulty, resulting about 82% completeness in moderate mode

and 74% in hard mode. Due to the decreased completeness, quality becomes lower, too.
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In the hard mode, the quality is only 74%. No new objects are tracked correctly in hard

mode compared to moderate mode, which is the consequence of the results in Table 5.9.

Figure 5.7: Missing tracked in Sequence 1, 23rd,24th,25th frames in the hard mode
evaluation

Figure 5.7 shows missing tracked vehicles of 23rd, 24th and 25th frames. Due to

occlusion by other vehicles, a vehicle has not been detected successfully in the 23rd and

24th frames. As the vehicles are tracked based on detections in two continuous frames

(previous and current frame). If a vehicle has not been detected successfully in two

continuous frames, a vehicle cannot be tracked at least in 3 continuous frames, which

is shown in the figure. The two vehicles in Figure 5.14 without bounding boxes are

vehicles not considered in our approach, because of the maximum depth value zmax of

the reconstructed 3D point cloud (cf. Chapter 4.2). The vehicle covered by red bounding

boxes is missing tracked vehicle and the other vehicle with green (reference) and blue
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(tracked) bounding boxes is tracked correctly.

Table 5.10 shows tracking evaluation in Sequence 2.

Table 5.10: Tracking evaluation in Sequence 2

Easy Moderate Hard

Ref 3 25 26

TP 3 15 15

FP 0 0 0

FN 0 10 11

Completeness 100.0% 60.0% 57.7%

Correctness 100.0% 100.0% 100.0%

Quality 100.0% 60.0% 57.7%

There are only 3 vehicles in the easy level, and all of them can be tracked successfully,

with 100% in completeness and correctness. However, in moderate mode and hard mode,

the ratio of missing tracked vehicles is quite high, although there are no false positive

tracked vehicles. Completeness and quality are only about 60% in the moderate and hard

modes. There are 22 tracked objects in the moderate mode than in the easy mode. Only

12 of them can be tracked correctly and the other 10 are false negative tracked. No new

objects are tracked correctly, in hard mode compared to moderate mode, the only new

vehicle is missing due to more occlusion and truncation.

As the same lack of detections situation discussed before, there is no successfully

detections in 4,5 and 6 frames, as Figure 5.8. Red bounding boxes are missed detection,

green bounding boxes are references and blue bounding boxes are detections. Tracking-

by-detection strategy cannot work without detections in the first place.

In easy evaluation mode, the method described before can achieve satisfactory results

in tracking, with correctness higher than 90% and 100% in completeness. Occluded and

truncated vehicles are hard to detect with our approach and show low ratio of successful

detection. This leads to a lower tracking quality in the moderate mode than in the easy

mode, however, tracking quality in the hard mode is not satisfactory. With increasing

occlusion and truncation, completeness and quality become low. The result of detections

highly influence tracking and missing detections cause missing tracked vehicles. There
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Figure 5.8: Missing tracked in Sequence 2, 4th,5th,6th frames in the hard mode evaluation

is no false positive, which the vehicle is tracked to other trajectory, in each evaluation

mode.

5.2.3 Pose estimation

Table 5.11 shows the evaluation of the results of pose estimation for Sequence 1.

In Sequence 1, there is no difference between the hard and moderate mode, because

the number of tracked vehicle is identical (cf. Chapter 5.2.2).

In easy mode, in which the vehicles are fully visible, almost all positions estimated

are correct, about 88% correct. With increasing difficulty, the ratio of correct position

estimations is decreasing a little compared to the easy mode and about 82.6% of the

positions are correct for tracked vehicles. However, there are 16 more vehicles in the

moderate mode tracked correctly compared to the easy mode and only 7 positions are
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Table 5.11: Pose estimation evaluation in Sequence 1

Easy Moderate Hard

Correct tracking 116 132 132

Correct position 102 109 109

Correct orientation 86 94 94

Correctness (position) 87.9% 82.6% 82.6%

Correctness (orientation) 74.1% 71.2% 71.2%

estimated correctly. In the easy mode, about 74% orientations are estimated correctly

and 3% lower in the moderate and the hard mode.

Figure 5.9: Histogram of absolute differences between estimated orientation and reference
orientation in Sequence 1

Figure 5.9 shows the histogram of absolute differences between estimated orientation

and reference orientation in Sequence 1. From this histogram it is apparent that the abso-

lute differences of estimated orientation and reference orientation are distributed between

22.5◦ and 180◦ averagely. In Sequence 1, a lot of vehicles appear from the boundaries of
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images. In the boundaries of images, the stereo image pairs cannot be matched well and

leads to the low number of 3D object points. Consequently, the positions are imprecise

and calculate a false initial orientation for the vehicles belonging to one track, where the

initial orientation are calculated based on the relative positions of corresponding vehicles

in two continuous frames (cf. Chapter 4.5.2). In model fitting procedure, the particles

of orientation parameters are generated beyond a uniform distribution in a certain range

±15◦. As a consequence, if the initial orientation is extremely imprecise, i.e. absolute dif-

ference of initial orientation and reference orientation larger than 90◦, it cannot estimate

a precise orientation at all.

Table 5.12: Pose estimation evaluation in Sequence 2

Easy Moderate Hard

Correct tracking 3 15 15

Correct Position 3 5 5

Orientation 3 11 11

Correctness (position) 100% 33.33% 33.33%

Correctness (orientation) 100% 73.3% 73.3%

In Sequence 2, the potential is different from Sequence 1, as conclusion in Table 5.12.

In easy mode, all position and orientations are correct. However, due to high occlusion,

3D object points and constructed bounding boxes on the ground plane can only cover

a part of the tracked vehicles. The position is defined as the center of 3D bounding

box, which is determined from 3D object points projected to the ground plane. When

occlusion and truncation, 3D object points cannot be reconstructed very well and only a

part of a vehicle can be detected. This causes the position to be different from the position

that would be calculated from the entire vehicle. However, in the reference, 3D bounding

boxes are defined manually from the whole vehicles, and positions are calculated from

the whole vehicles.

Figure 5.10 shows an example with an obvious difference of tracked bounding box and

the reference bounding box is obvious. In our approach, we only cover the vehicle parts

visible and use visible parts to calculate the positions, which leads to imprecise position

estimation. Figure 5.11 shows the histogram of absolute differences between estimated
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Figure 5.10: Difference of tracked bounding box (blue) and reference bounding box
(green)

Figure 5.11: Histogram of absolute differences between estimated position and reference
position in Sequence 2

position and reference position in Sequence 2. From this histogram it is apparent that

the most absolute differences of estimated position and reference position are located

between 0.75[m] to 1[m], which is caused by these position are estimated by the visible

parts of vehicles.

In Sequence 2, although the estimated positions are not precise, the estimated orien-

tations achieved a better correctness, cf. Table 5.12 and Figure 5.12. In this approach,
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Figure 5.12: Histogram of absolute differences between estimated orientation and refer-
ence orientation in Sequence 2

relationships between positions of tracked vehicles in two continuous frames are used to

initialize the orientation. The most estimated positions having a difference to the ref-

erence within 1[m], lead to the initialization of orientations reasonable. Meanwhile, the

orientations can be optimized by 3D reconstruction of vehicles.

In Sequence 1, pose estimation of tracked vehicles is satisfactory. However, occlusion

and truncation, which make vehicles only part visible, affect the correctness of pose

estimation a lot. In Sequence 2, the positions estimation is not satisfactory, due to partly

visible of the vehicles.

5.3 3D Modelling results

In this approach, an active shape model is used to model the 3D shapes of the tracked

vehicles. Figure 5.13 and Figure 5.14 shows the results by backprojecting the resultant

wireframes to the reference image. While the Figure 5.13 show the successful model
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fitting example, the Figure 5.14 show some examples of errors.

Figure 5.13: Positive examples in 3D modelling

The successful model fitting example refers to that, the positions of predefined wire-

frame vertices (cf. Figure 4.4) are located at the corresponding positions of the objects

in the image, i.e. on the wheels of the vehicles, corners of the window and doors.

As in 5.14 first two rows, in this approach, the vehicle located in the boundaries of

images usually cannot fit the model well with wrong size. In the boundaries of images,

the stereo image pairs cannot be matched well and leads to the low number of 3D object
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Figure 5.14: Typical errors in 3D modelling (First two rows: wrong size, third row: wrong
orientation, last row: wrong position)

points. In our approach, we try to minimize the mean distance of the 3D points to

the surface of the models. As a consequence, low number of 3D points cannot deliver

a reliable mean distance, which leads to the size of generated models can not fit the

objects. Additionally, the above discussed orientation errors in Sequence 1 (cf. Chapter

5.2.3) become apparent (cf. Figure 5.14 third row). The estimated orientation has almost

180◦ difference to the reference orientation. The occlusion effect the generated models a

lot in Sequence 2 (cf. Figure 5.14 last row). The model can only fit to the visible part of
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a vehicle and leads to large difference in position between the model and the object.
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Chapter 6

Conclusion and Outlook

In this master thesis, an approach to track and estimate the pose of vehicles from stereo

image sequences acquired by static cameras is developed, based on the vehicle detection

approach by Coenen et al. (2017). Vehicle detection consists of two steps, the generic 3D

object detection and the deformable part model as verification in the image. Based on

detected vehicles, we try to associate the corresponding vehicles into trajectories using

a tracking-by-detection strategy. We formulate the association as an energy minimiza-

tion problem, where the energy function consists of data association term and motion

term. In data association term, we used mean color difference for two vehicles from two

continuous frames as the feature. In motion term we tried to minimize the difference of

current measured state and the predicated state of the vehicle in the current epoch. The

predicated state is estimated from the previous corrected state using the Kalman filter.

In the last step, we make usage of a 3D active shape model to reconstruct the tracked

vehicles in 3D. By fitting the model to the 3D point cloud of them, it can deliver the

shape and pose parameters of each tracked vehicle.

Generally, this approach achieved satisfactory results. In detection, for fully visible

vehicles, detection can achieve both completeness and correctness more than 95%. The

number are lower, if any level of occlusion or truncation are considered, the correctness is

96% and completeness is 80%. However, vehicles with large occlusion or truncation cannot

be detected quite well. As for based on reliable vehicle detections, all fully visible vehicles

can be tracked correctly and only 6% of the detected vehicles are lost tracking. If any
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level of occlusion or truncation are considered, the correctness is 100% and completeness

is 74%. In our approach, vehicles have not been tracked to the wrong trajectories, namely

100% in correctness. However, due to poor detection results of partly visible vehicles,

tracking is more problematic. 3D Active Shape Model is used as deformable vehicle

model to represent 3D shapes for tracking vehicles. In model fitting model procedures,

pose (position and orientation) of tracked vehicles can be optimized. More than 92%

positions and 71% orientations of tracking vehicles can be calculated correctly.

The main problem of this approach is related to optimization position and orientation

of tracked vehicles in the model fitting. The initial values of positions are defined as

centers of 3D bounding boxes of tracked vehicles. If the vehicles are partly visible, the

3D bounding boxes only cover a part of vehicles, which leads to imprecise positions. As

a consequence, the initial value of orientation is not reliable, because the orientation is

defined by relative positions of two corresponding vehicles in two continuous frames. In

the model fitting procedure, particles of positions and orientations are sampled from an

assumed uniform distribution in a certain interval boundary. We want to enhance the

model fitting approach in the future. One could generate particles for parameters, e.g.

positions and orientations, beyond on a bimodal or multi-modal distribution.

For partly visible vehicles, tracking and 3D reconstruction cannot achieve a good

result. In the future, our approach will be extended to handle with stereo image sequences,

which are acquired from stereo cameras with ego-motion. Tracking vehicles will not only

focus on two continuous frames. More frames will be considered jointly, and predictive

models, e.g. (Klinger et al., 2017) to recover the trajectories for the occluded objects

should be implemented. At the same time, shape parameters may be considered in the

tracking process jointly. The model fitting procedure is only based on 3D points. In the

future, features and information in 2D image space can be added into this procedure,

i.e. the alignment of image edges and model edges. This would lead to more efficient

computation and more precise models for the vehicles.
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