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Abstract An exhaustive-search people detector such as
the HOG/SVM has at least two drawbacks w.r.t. the ac-
curacy of recognition and geometric precision: first, it
achieves high recall rates only among several false positive
detections and second, the geometric precision of the posi-
tioning of the underlying object is poor due to the non-rigid
body shape of people and background structures. However,
the fact that the HOG/SVM does potentially provide high re-
call rates makes it a fair basis for hypothesise-and-validate-
frameworks. We build upon the outcome of the HOG-
detector and improve the recognition performance and geo-
metric precision of the same using Bayesian Networks and
apply statistical knowledge that we learn from training data
for the definition of the probability functions. The approach
is evaluated on two real image sequences and achieves re-
sults that can compare with the state of the art.

1 Introduction
Automatic object detection is a key discipline in photogram-
metry and computer vision. The term detection involves the
recognition, i.e. the decision that an object of a specific ob-
ject class is present and at least a coarse localisation of the
object. Most state-of-the-art pedestrian detectors like the
HOG/SVM [23] or the AdaBoost based detector [7] scan the
entire image at different scales with a sliding window and
classify its content as either person or background. Though
these approaches give a solution to the recognition and lo-
calisation problem at the same time, the results are not par-
ticularly reliable and precise. In a comparative study of 16
different people detection systems [8] the authors point out
that acceptable recognition rates are only achieved, if many
false positive detections are accepted as well. Such systems,
if applied permissively, have a high chance for false positive
detections, because they usually rely on a single type of low-
level features, which is typically not discriminative enough
against similar object classes. It is hence reasonable to clas-
sify also against other similar object classes like in [16], or
to evaluate additional information like foreground informa-
tion [12], [24] or shape [13], [17] prior to further process-
ing. Sequential processing has the drawback that false deci-
sions taken at a single step cannot be recovered later. Other
approaches involve context information, e.g. [22], which
constrains detections to plausible regions in the image. [9],
[11], [19] constrain the detections only to the ground plane,
requiring a holistic understanding of the scene, which is a
formidable task in itself on one hand, and which is very re-
strictive, because they disregard all objects that do not stand
on the ground plane on the other.

However, there has been considerable success in the im-
provement of people recognition in [2], [11], [19], all of
which use Bayesian Networks for the inference about the
presence or absence of people and their positions. Bayesian
Networks are directed graphical models in which observa-
tions and hidden parameters are treated as random variables
in a generative Bayesian manner. The random variables
are represented by nodes and the conditional independence
properties of their joint distribution are represented by di-
rected edges, see, e.g. [3] for details.

Though there is a lot of work related to the recognition
of people, only few papers address the geometric accuracy
of the detections. The positions of the detected persons are
usually broken down to the location of the classification win-
dow, which does not always align well to the actual extents
of people in the image and thus only gives an approximate
position. For the evaluation of automatic detection results
with reference data from manual annotations, the PASCAL
VOC challenge, for instance, requires that the ratio between
intersection and union area of the two rectangles is larger
than 50% [10]. This criterion should highlight the object
recognition performance and does not address the geometric
accuracy of the detections. For many realistic applications
like visual odometry with landmarks, collision avoidance in
driver assistance systems or the analysis of motion and in-
teractions of people in sport science or video surveillance,
the geometric accuracy is crucial. In such applications, the
2D position of an object, usually its highest or lowest point
in the image, is projected into 3D space. In [15] the impor-
tance of a correct segmentation of objects in the image for
the geometric accuracy in 3D is pointed out. Comaniciou’s
Mean-Shift tracker [5], for instance, progressively finds the
best fitting position of a tracked target by iteratively moving
it to the region that best coincides with the colour histogram
of the target, but only estimates the centroids of the objects,
which makes the actual positioning in 3D difficult. In [19]
the authors use stereo-image pairs as input and jointly esti-
mate the object position on and the parameters of the ground
plane in the scene. The locations of the pedestrians, given
by a HOG-detector, are then optimised in 3D by joint prob-
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I. Detektion von Personen 
Experiment 3: Verbesserung der Positionsbestimmung im Bild 
Kombination von Detektion (vi) und Orientierung (xBB) in 
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geprüft werden, ob an einer naheliegenden anderen Position nicht doch 
eine Person vorliegt 
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abilistic modeling with the ground plane parameters. Here,
it is indirectly assumed that the detector already delivers the
correct bounding boxes in the image. In [6] pixel-wise seg-
mentation of approximately positioned objects is conducted
by integrating edge and colour cues. As the location esti-
mated by the detector is only used as initialisation, the seg-
mentation is prone to drift away from the underlying object.

In this work, we stick to the Bayesian probability theory
and evaluate various sources of information about the pres-
ence or absence and the positions of people in a probabilistic
model. In contrast to the related work, we do not require a
holistic scene model and we restrict detections only to parts
of the scene that are accessed by people during a training
sequence. We aim to achieve state-of-the-art recognition re-
sults in challenging indoor and outdoor scenarios and to im-
prove the geometric accuracy of the localisation of the de-
tected objects at the same time. The validity of a detection
hypothesis and the location in the image are treated as hid-
den parameters in two different Bayesian Networks. Like
[6], we break with the assumption of unbiased results of the
detector, but go further and learn the uncertainty of posi-
tioning people from image sequences. The prior and condi-
tional probabilities for the Bayesian Networks are all learnt
from training data. The recognition performance and the ge-
ometric accuracy are evaluated on two common benchmark
datasets.

2 Method

The central building block for our work on people recogni-
tion is the HOG/SVM-detector, which is capable of achiev-
ing relatively high recall rates, but is also prone to false pos-
itive detections. Convenient detection results can only be
achieved when the false positives are distinguished from the
true positives. In this paper people recognition is stated as
a binary classification problem in which the results of the
HOG-detector as well as additional information are regarded
as input for a joint probabilistic model. In order to achieve
the highest possible recall rate, no thresholding is applied
in the HOG/SVM framework. In the remainder of this sec-
tion, we introduce two different Bayesian Networks, one for
the solution of the recognition problem (Sec. 2.1) and one
for the improvement of the localisation accuracy of people
(Sec. 2.2). For the positioning we consider the bounding
box which results from the application of the HOG-detector
only as an approximate position and observe a second source
of information about the object position that we derive from
the analysis of optical flow points. The positions of peo-
ple in the image are represented by minimal spanning rect-
angles around the visible parts of the persons. We model
the highest and the lowest row coordinate of the persons as
random variables and estimate the posterior position by ap-
plying Bayesian inference. The position estimated by the
second graphical model is used as observed variable in the
first graphical model. Using a refined position of a detection
hypothesis has the advantage that a detection candidate will
only be discarded, if even at the refined position the clas-
sifier does not strike. This gives rise to the possibility that
misplaced detection windows - which is often a problem,
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Figure 1: Graphical models used (a) for people recognition
and (b) for people localisation. Observable variables are
shown in blue, the hidden parameters in gray. The dashed
edges denote the possibility of the associated observations
to be omitted, see text.

e.g. when people are observed from the side - are corrected
before they are further evaluated.

2.1 Model for People Recognition
As mentioned above, people recognition is regarded as a bi-
nary classification problem and hence we determine a binary
label vi that indicates whether the ith of n detection can-
didates observed in each frame by the HOG/SVM-detector
really corresponds to a person or not. For simplicity of no-
tation, we omit the indexes i in the remainder of this paper.

For the determination of v we apply Bayesian inference
in the context of a directed graphical model, depicted in Fig.
1a. The observed variables, depicted as blue nodes in the
model, are

• The surrounding rectangle rD = [xDl, yDu, xDr, yDl]
T

around a person given by the HOG-detector, defined
by its upper left (xDl, yDu) and its lower right point
(xDr, yDl) with their row (y) and column (x) coordinates

• The confidence value IC that is proportional to the cer-
tainty about the binary classification (person vs. not per-
son) of the SVM classifier used in the HOG framework

• An observation obtained from background subtraction,
i.e. the fraction of foreground pixels IB inside rD.

Following the standard notation for graphical models
(see, e.g. [3]), each directed edge represents a conditional
probability function for the child node given the parent node.
The joint probability density of the involved variables can be
written in accordance with the network design in Fig. 1a as
Eq. (1):

P (v|IB , IC , rD) ∝ P (v, IB , IC , rD)

= P (v)P (IB |v)P (IC |v)P (rD|v)
(1)

For each edge in Fig. 1a we train an individual Random
Forest (RF) classifier [4] using the according observation
IC , rD or IB as features. For training, we apply the HOG-
detector on image sequences with available annotations of
the bounding rectangles around the visible people in the
scene. The detections are then divided into sets of positive
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(a) ThreePastShop1 image sample (b) P (vi = 1|rDi) (c) ETHZ-Bahnhof image sample (d) P (vi = 1|rDi)

Figure 2: Posterior probability of a detection to be correct given the center of the rectangle around the detected object in the
image. For processing, the upper left and lower right points of the rectangle is used. Red: P (vi = true|rDi) is high, blue:
P (vi = true|rDi) is low.
training samples (for v =true) and negative training samples
(for v =false) by validation with reference data, using the
bounding box intersection-over-union score [10]. The pri-
ors P (v) are defined as the ratios of true positive and false
positive detections in the training data.

The edge related to the conditional probability density
function (pdf) P (rD|v) represents the probability, that rD is
the surrounding rectangle if a person is present or absent.
Given the posterior probability P (v|rD) by classification
with the RF and the priors P (v), the likelihood P (rD|v)
as required for the factorisation of the joint pdf (Eq. (1)) can
be written as

P (rD|v) ∝ P (v|rD)

P (v)
.

In Fig. 2 example images for both datasets used in this work
are shown together with the posterior probabilities that are
generated by a classifier (the RF used for visualisation is
only trained with the 2D center point of the rectangle as fea-
ture) for each possible position of rD in the image. The in-
corporation of the pdf P (rD|v) is beneficial for two reasons;
first, we achieve a very fine differentiation of likely vs. un-
likely regions for detections and second, we do not require
to interpret the scene geometry prior to the detection.

The pdf P (IC |v) is the probability density for a confi-
dence value being observed given the presence or absence
of a person. Related to posterior probability and the priors,
the likelihood P (IC |v) can be written as

P (IC |v) ∝ P (v|IC)

P (v)
.

The pdf P (IB |v) related to the results of background sub-
tractions is integrated into our model due to the assumption
that people differ from the background because of their mo-
tion, hence the observations IB is a strong indicator for the
presence or absence of a person. The likelihood can be writ-
ten as

P (IB |v) ∝ P (v|IB)

P (v)
.

We derive IB only from images captured by a camera with
constant exterior orientation (w.r.t. 6 degrees of freedom),
i.e. where an algorithm for background subtraction such
as [21] can be applied without adjustments. Therefore, the
edge connected with IB is drawn as a dashed line in Fig. 1a.
For image sequences from moving camera platforms we do
not apply background subtraction and the variable IB and
the according likelihood P (IB |v) is excluded from Eq. (1).
For image sequences captured by a static camera, we apply
the algorithm of [21] for background subtraction.

The unknown parameter v is determined to be the label
that achieves the maximum a posteriori (MAP) probability
among the two possible states (true and false) given the ob-
servations. The decision rule is formalised in Eq. (2).

v =

{
true, if P (v=true,IB ,IC ,rD)

P (v=false,IB ,IC ,rD) > 1,

false, otherwise.
(2)

2.2 Model for People Localisation
In the model described in Sec. 2.1 the minimal spanning
rectangle around a person is considered observable. In fact,
the location that is given by the HOG/SVM-detector is only
an approximation to the true position. In this section, we
define a second graphical model, see Fig. 1b, which con-
siders the row coordinates of the highest (yriu) and lowest
points (yril) of a person related to the ith detection as hid-
den parameters. Again, we omit the indexes i for the sake
of simplicity. As observed variables of this model we con-
sider the upper and lower row coordinates yDu and yDl of
the HOG-detection window as well as an additional pair of
observations of the row coordinates that we derive from the
analysis of optical flow, i.e. yIPu and yIP l.

We define yIPj as the row coordinates of the highest and
lowest interest points on the visible parts of a person, that
are tracked by an optical flow algorithm. We apply the al-
gorithm of [20] for the selection of interest points and track
them by the algorithm of [14]. For each hypothesis about
the presence of a person given by the HOG-detection we ap-
ply the following strategy for the measurement of yIPj (see
Figs. 3 and 4 for an illustration):

1. We establish a search space for the person by expansion
of the rectangle given by the HOG-detector (visualised as
red rectangles in Fig. 3b-e) in vertical direction by a third
of its size, in order to assure that the person is within the
search space. We consider the upper 25% of this area as
search space for the head point (upper yellow rectangles
in Fig. 3b-e) and the lower 25% as search space for the
foot point (lower yellow rectangles).
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Figure 3: Examples from the ETHZ-sequence for observations used for the localisation of people. In (a) a schematic representa-
tion of the pdfs used for the inference of the posterior locations is given. The red curves represent the pdfs based on observations
by the HOG-detector, the blue curves those for the observations based on optical flow. The black rectangle symbolises the true
position. In (b)-(e), the yellow rectangles indicate the raw detection as result of the HOG-detector. The blue rectangles indicate
the search spaces for the head and foot position, respectively. The blue horizontal lines inside the rectangles are the measured
positions by the analysis of optical flow, the green horizontal lines the inferred posterior position. In (e) the position of the
person in the background is not estimated by our approach correctly due to partial occlusion by the person in the foreground.
2. In both regions, we take all optical flow vectors ending
in the upper and lower search space, respectively, of the
current image (indicated by the short lines in Fig. 3b-e).

3. We generate a histogram of magnitudes of optical flow
vectors, using 10 histogram bins and consider only flow
vectors with a magnitude between 0 and 30 pixels. If
the histogram has two or more local maxima, we sup-
pose that the flow vectors related to the maximum with
the smallest magnitudes originate from the background
and discard the flow vectors from further consideration.
Of the remaining flow vectors we also remove those that
do not have more than a minimum number of neighbours
in a predefined radius (we set the minimum number of
neighbours to three and the radius to 20 pixels; the dis-
carded flow vectors are visualised by red, the remaining
flow vectors by green lines in Fig. 3b-e). We set the
image row coordinates of the highest and lowest inter-
est points that remain as observations of the head point
(yIPu) and food point (yIP l), respectively (indicated by
the blue horizontal lines in Fig. 3). If the histogram only
has one local maximum, we do not evaluate the obser-
vation xIP for the according person in the current image,
because the interest points cannot be separated into points
originating from the foreground and the background by
our approach.

We model the likelihoods for the measurements yIPj and
yDj to be observed at a distance ∆y from the true position
yrj , i.e. ∆yIPj = yIPj − yrj and ∆yDj = yDj − yrj ,
respectively, by normal distributions:

P (yIPj |yrj) ∝ e
− 1

2 (
∆yIPj−µ∆yIPj

σ∆yIPj
)2

(3)
and
P (yDj |yrj) ∝ e

− 1
2 (

∆yDj−µ∆yDj
σ∆yDj

)2

(4)

with mean µ∆yDj and µ∆yIPj , respectively, and stan-
dard deviation σ∆yDj and σ∆yIPj , respectively. The pa-
rameters of the pdf in Eq. (3) are determined from the dis-
tribution of deviations of the measured positions yIPj from
the (true) positions given by reference data and those of Eq.
(4) from the deviations of yDj from the reference data. A vi-
sualisation of two exemplary distributions together with the
fitted Gaussians is given in Fig. 4.

Given the observations yDj and yIPj measured for each
detection in each consecutive frame in the evaluation phase
and the parameters µ∆yDj , σ∆yDj , µ∆yIPj and σ∆yIPj of
the pdfs (3) and (4) learnt from training data, the posterior
position yrj can be inferred for each detection candidate as
the expected value

E(yrj) = µrj

=
σ2
rj

σ2
∆yDj

(yDj − µ∆yDj) +
σ2
rj

σ2
∆yIPj

(yIPj − µ∆yIPj)

(5)

with

σ2
rj = (

1

σ2
∆yDj

+
1

σ2
∆yIPj

)−1 (6)

The first term of Eq. (5) considers the influence of the ob-
served position by the HOG-detector, weighted by the vari-
ance of the measurements in the training sequence. The sec-
ond term refers to the position measured by the analysis of
the optical flow vectors, also weighted by the variance of
the measurements. The observation with the lower variance
hence has the stronger influence on the posterior position
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µrj . The subtrahends in the brackets incorporate the mean
deviations of the measurements from the reference data as
corrections. If the head or the feet point cannot be measured
by the analysis of the optical flow vectors, the second terms
of Eq. (5) and (6) are set to zero and only the first term,
related to the HOG-detection, influences the posterior.

3 Experiments and Results
Experiments are conducted on two publicly available
datasets, one from an indoor sequence with constant
exterior orientation of the camera, the CAVIAR dataset
[1] and the other from the ETHZ dataset [9] captured
from a moving platform in an outdoor scenario. For the
experiments involving our method from Sec. 2.2, the
posterior row coordinates are used as the row coordinates of
the observed rectangle in the graphical model from Sec. 2.1,
maintaining the column coordinates of the HOG-detections.

3.1 Datasets
In the CAVIAR scenario, the sequence ThreePastShop1,
consisting of 1650 images, is taken for training and the
sequence ThreePastShop2 with 1521 images for testing.
From the ETHZ dataset we take the Bahnhof-sequence of
1000 images, split the data in two halves and apply cross-
validation. The training and test sequences hence follow on
from one another. As the camera is mounted on a moving
platform in the ETHZ-sequence, the observation IB is ex-
cluded from the graphical model in this case. Though in
the ETHZ-sequence the position of the camera changes over
time, the tilt angle relative to the ground does not change
significantly. We hence assume that the probabilities related
to the position in the image are transferable from training to
test sequences within an acceptable range of validity. The
HOG/SVM-detector is configured without internal thresh-
old, so that the results are as complete as possible. Only
people with a minimum height of 48 pixels1 are considered
for processing. The bounding rectangles are shrinked in or-
der to compress the systematic margin around people in the
training data.

3.2 Detector Recognition Accuracy
The accuracy of the people detector is evaluated in terms
of its recall capability and the number of false positive de-
tections per image (fppi). Experiments with the Bayesian
Network (Fig. 1a) are conducted with and without the re-
finement of the position by inference on the graphical model
in Fig. 1b. The results are compared with results achieved
by the classification of all observations in a single feature
vector [xDl, yDu, xDr, yDl, IC , IB ]T (with IB only evalu-
ated for the static camera) with a Naive Bayes model [3], a
Gaussian Mixture model (GMM) [18] and Random Forests.
The results are plotted in Fig. 5.
We conclude from the plots, that among the three classifi-
cation techniques Naive Bayes, GMM and RF, the Random
Forest features the highest recall rates, though also the false-

1We apply the HOG/SVM-detector of OpenCV, trained with the INRIA
person dataset (http://pascal.inrialpes.fr/data/human/) with a height of 96
pixels for the people. We scale the input images by the factor 2 and achieve
detections of people appearing with a minimal height of 48 pixels.
positive (FP) rates are higher than those of the rest. The
Naive Bayes and the GMM classifier deliver similar recall
rates with more false positives per image but also a higher
recall rate in case of the CAVIAR-sequence on the side of
the former one. Using the Bayesian Network from Fig. 1a,
the results for the fppi-rates in the ETHZ-sequence are a
few percent higher than those of the RF classifier, but the
recall rate could be increased slightly as well. The appli-
cation of the Bayesian Networks on the CAVIAR-sequence
delivers less false positives and similar recall values than
the RF classier. The extension of the model with the ob-
servation of the optical flow points (Fig. 1b) increases the
recall rate in the upper part of the curve only in the ETHZ-
sequence, while also the FP-rate increases slightly. W.r.t.
the quality (Q = TP

TP+FN+FP , according to the measure
of true positives (TP), false negatives (FN) and FPs) of ob-
ject detection, in the CAVIAR-sequence the best results are
achieved by the Bayesian Networks, both of which achieve
the same score (Q = 64%) superior to the quality achieved
with the RF (63%). In the ETHZ-sequence, the quality does
not differ considerably between the Random Forests and the
Bayesian Networks (all around 59%). Compared to the re-
sults one achieves by varying the internal threshold of the
HOG/SVM, plotted as red dashed lines, where the maximal
recall score is achieved at a fppi rate of 6.6 in the CAVIAR-
sequence and 6.3 in the ETHZ-sequence, respectively, all of
the applied classifiers reduce the fppi at least by a factor of
four, while the recall drops, in the best case, only about two
percent in the CAVIAR test case and about six percent in
the ETHZ test case, respectively. The achieved recognition
accuracy is comparable to that of the single frame but stereo
based detector in [19] and outperforms [9], see Fig. 5b.

3.3 Detector Position Accuracy
In this section we evaluate the average error of the measured
and inferred positions by comparison with reference data.
For each true positive detection, the deviations of the row
coordinates of the head and the feet points from the ref-
erence data are recorded in a histogram. From the 95%-
quantile of this histogram a Gaussian N(µ0.95, σ

2
0.95) with

mean µ0.95 and standard deviation σ0.95 is fitted. For the
evaluation of the position accuracy the mean value of the
Gaussian is tested for accordance with reference data using
a statistical test of differences between two mean values. For
the reference data a labeling uncertainty of one pixel is as-
sumed so that the reference values follow a standard normal
distribution N(µref , σ

2
ref ) = N(0, 1). As metric for simi-

larity between the mean of the measurements and the mean
of the reference data we apply

yd =
µ0.95 − µref

σd
(7)

with
σ2
d = σ2

0.95 + σ2
ref (8)

resulting from variance propagation of uncorrelated obser-
vations.

The average deviation of the observations yDj and yIPj

from the reference data has already been considered as cor-
rections in Sec. 2.2, see also Fig. 4. We calculate the metric
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Figure 4: Example histograms of differences in the row coordinates (a) between HOG-detection result and reference and
(b) between IP-based locations and reference data. The differences are normalised according to a height of 96 pixel. The
distributions are approximated by normal distributions.
µ0.95[%] µ0.95[px] σ0.95[px] yd

HOG-Head 0.8 0.8 1.6 0.42
HOG-Feet 2.6 2.5 3.6 0.67
IP-Head 5.9 -5.7 5.1 -1.10
IP-Feet 2.0 1.9 4.3 0.43
Inferred Head 1.4 -1.3 2.2 -0.54
Inferred Feet 0.5 0.5 2.7 0.17

Table 1: CAVIAR-sequence: Difference between measured
and inferred row coordinates from reference values in per-
cent of the object height and in pixels.

yd for the observed positions and the inferred positions as
measure for accordance with the reference data and com-
pare the results in Tab. 1 and 2. The deviations from the
reference data are normalised w.r.t. a standard height of 96
pixels. From Eq. (5) it can be concluded, that among the
mean values of the positions given by the HOG-detector (re-
ferred to as HOG-head and HOG-feet in the tables) and the
ones given by the analysis of optical flow (IP-head and -feet)
the one with the lower standard deviation has the stronger
influence on the posterior, which in any of the test cases (In-
ferred Head and Feet in the CAVIAR- and ETHZ-sequence)
is the position given by the detector. From the tables we
conclude that the applied approach does not improve the po-
sition accuracy, if the position given by the detector already
lies in the sub-pixel domain. In turn, when the error lies in
the magnitude of some pixels, the inference of the posterior
does enhance the alignment of the posterior positions with
the reference. In either case, where the mean deviation of
the position given by the detector lies around two and five
pixels (see HOG-Feet in Tab. 1 and HOG-Head in Tab. 2),
the posterior positions coincide much better with the refer-
ence data, which is reflected in the smaller values for yd.
µ0.95[%] µ0.95[px] σ0.95[px] yd

HOG-Head 5.2 5.0 5.4 0.91
HOG-Feet 0.4 0.4 3.3 0.12
IP-Head 0.9 0.9 6.4 0.14
IP-Feet 1.0 -1.0 5.3 -0.19
Inferred Head 0.6 -0.6 4.9 -0.12
Inferred Feet 0.4 -0.4 2.7 -0.14

Table 2: ETHZ-sequence: Difference between measured
and inferred row coordinates from reference values in per-
cent of the object height and in pixels.

4 Conclusions

We conclude from this work that by the joint evaluation of
the available information in the image that is linked to hid-
den parameters by a graphical model, the detection perfor-
mance can be improved, even without the understanding of
the 3D scene geometry and with a single camera as mea-
suring device. Our approach leads to recognition results
that are comparable with the state-of-the-art and at the same
time improves the geometric accuracy of the results. The
proposed method is a good starting point for tracking-by-
detection systems, because the number of false positive de-
tections from the underlying people detector that would lead
to spurious trajectories are reduced significantly. The aver-
age geometric accuracy of the estimated location of pedes-
trians in the image is in any case around one pixel. We es-
timated the unknown parameters, i.e. the validity flag of a
detection and its refined position, in two different graphi-
cal models. We plan to combine these models and estimate
the parameters in a joint probabilistic model in future work,
which opens the possibility for that position to be assigned
to the detection, which most supports the joint probability.
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Figure 5: Recall and fppi values of the investigated classifiers and our proposed methods plotted in (a) for the CAVIAR-
sequence and in (b) for the ETHZ-sequence. Also the HOG/SVM applied with internal thresholding (red dashed line) is drawn
as baseline. The red horizontal lines indicate the maximum recall values reached by the HOG/SVM, towards which the red
dashed line converges at fppi=6.6 in (a) and at fppi=6.3 in (b), respectively. In (b) also two samples from the results of related
work are depicted.
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