SIMULATION ASSISTED HIGH-RESOLUTION PSI ANALYSIS
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ABSTRACT:

Since the first demonstration of the potentialha tifferential SAR interferometry in the early 1890lot of effort has been made to
accurately estimate ground deformation with imagiaglar sensors. This led to the invention of thesiBent Scatterer
Interferometry (PSI) in the late 1990s. PSI enaliles estimation of ground deformation for a settarhporally stable radar
reflectors, the so called PS, with millimeter aemyr The main advantage compared to methods commadd for ground
deformation monitoring like GPS is the possibiltty cover large areas very economically. One of tteén drawbacks is the
opportunistic sampling of the target area, whiclma@nly governed by the distribution of stable mragdlectors within the scene.
Besides problems caused by undersampling the n&ie is due to the face, that the real world feateiated to a PS is usually not
known. This makes the interpretation of the respétticularly difficult. While the assignment ofetbe real world features is very
difficult in the case of ERS like sensors, modeighhiesolution SAR sensors like TerraSAR-X (TSX) m@mithis task possible.

We investigate the use of SAR simulation to matet werld features with PS extracted from a TSX Istacquired over the city of

Berlin Germany. The simulation is based on a 3D mitglel of the area around the Potsdamer Platz,rBerli

1. INTRODUCTION

With the help of the Persistent Scatterer Interfegy (PSI)

surface deformation can be estimated with millimetccuracy.
The sampling of the phenomenon under investigagdhereby
determined by the backscattering behaviour of teas at hand
since only temporally stable radar targets candes u

Despite the high accuracy of the PS results, ih&drpretation
is quite difficult due to the fact that it is unkmio a priori which

real world feature appertains to a given PS. Ifdahe of a PS
analysis is, for instance, the determination of ugd
deformation, building movements due to thermal tidita or

settling may be confused with the signal of inter&his is

especially a problem in case of ERS-like sensorseravta
mapping of PS to single buildings is almost imploiesiAgainst
this the modern high resolution SAR sensors likad®AR-X

(TSX) provide a resolution, which is sufficient tecognize
even small features of buildings. We investigatejtint use of
PSI and SAR simulation for determining the physizalise of
PS. Therefore, a stack of 20 TSX high resolutiootlgght

images, acquired over the city of Berlin is used thog PSI

analysis. The images exhibit a ground range resoluif 1.2

meter.

For the simulation a 3D city model was used, whighs

derived from airborne laserscanning data.

2. PERSISTENT SCATTERER INTERFEROMETRY

The PSI technique is an extension of the classAR
interferometry, to mitigate the problems due to penal
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decorrelation and atmospheric disturbances. Terhpora
decorrelation arises through changes in the battksice
behaviour of a resolution cell over time, which tenalleviated

by restricting the analysis to a set of temporalighle radar
targets, referred to as Persistent Scatterers (PS).

Tropospheric water vapour influences the refractioafficient
and therefore the velocity of light. Hence, diffet atmospheric
conditions at the times of master and the slavegéma
acquisitions may result in an undesired term of the
interferometric phase caused different path delaphis term
has to be removed to estimate topography or def@mavith
reasonable accuracy. Within the framework of PS¢ tis
usually done with the help of a stack of interfesrgs.

The first step of a PSI analysis is to extract & aePS
candidates. This can be achieved in several wagsu¥éd the
amplitude dispersion index introduced by Ferrettial. (2001)

for that purpose, which is computed for every imagel as
follows:

(1)

The variableso, and m, denote the standard deviation and the

mean of the amplitude of every pixel estimated oftmare,
respectively. As shown in Ferrettial. (2001) the amplitude



Figure 1. Phase of one interferogram of the staeklaid on the mean amplitude image.

dispersion is a good estimate of a scatterer’s glsgability if
the scatterer's signal exhibits a high signal tdsenaatio.
However, the quality of resolution cells with lowgisal to noise
ratio is overestimated, leading to the necessitgdba quite
strict threshold in the beginning to avoid falsesifives. We
choose the amplitude dispersion threshold to betd.have a
negligible number of those. Additionally, groupsaafjacent PS
are thinned out by just considering the best PSain
connectivity neighbourhood. The distribution of tiRS is
illustrated in Figure 1 overlaid on the mean anupl@ image of
the TSX data stack. The colours represent phasevalf one
interferogram.

The PS density is about 20 000 PS pef, kahich is quite low
compared to PS densities found by Bareteal. (2009), which
can be explained by the quite strict selectioredst It can be
seen, that many PS reside at building facades. Xece those
to be generated by structures such as windowsloortias. For
some PS it is not clear if they are caused by estatf at the
facade or the roof of a building since both tamyetas may be
mapped to the same image position.

After the initial selection signal processing isriazd out for the
candidate set, in order to discriminate betweenré&spective
contributions forming the interferometric phase,ichhcan be
modelled according to Hoopetral. (2007) as

l//int,x,i =

W{ ¢def,x,i +¢a1m,x,i +A¢orb,xj +A¢H,xj +¢nxi} (2)

where

*  Adomxidenotes the phase emerging from errors in the
satellites orbit determination;
*  Agy; is called look angle error and is caused by two
effects. These are contributions due to

pixels phase centre from its geometric centre imgea
direction. The latter effect is considered to bgligible
because of the high resolution of the data. Thieluaes

topography terms the vertical distance between the

reference surface and the PS. In this case the BASS
ellipsoid is used as a reference surface.

e onxi is the phase noise which is largely caused by
changes of the pixels reflectivity with time andoko
angle;

In this paper we are just interested in estimatimg residual
topography to get information about a scatterersp@Bition.
We use a standard PS approach following the ideBereettiet
al. (2000) and Liuet al. (2009) here. The phase due to
deformation is modelled as a linear function of eim
Atmosphere and effects related to orbit errorsassaimed to be
low pass components in space. Finally residual goguhic
phase is a linear function of the effective spatialseline
separating every interferometric image pair.

In a first step phase differences between neighbguPS are
calculated, which mainly cancels out the phase ezhusy
atmosphere and orbit errors. Thereby the neighlwmarhis
given by a Delaunay triangulation. For every phdsference
between two PS at positions x and y velocity andghte
increments denoted by,vand H, respectively are calculated
using a coherence maximisation approach (see $tange Liu
et al. (2009)), which can be stated as

*  dgetxi CONtains the phase due to the surface movement

projected to the sensors line of sight;

*  damxiiS the phase due to different atmospheric states

during master and slave acquisitions;

residual
topographic phase components and deviation of the
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where N
¢ B; is the spatial baseline,

e T, isthe temporal baseline,
e A isthe wavelength of the sensor,
< R isthe distance from sensor to target,

e 0 isthe off nadir angle of the radar.

3.2 Fast ray-tracing SAR simulation approach

SAR simulations aiming at precise prediction of Rf3ifons
require high geometrical correctness, whilst raditsio features
are less important. According to the classificatiaf
Franceschettiet al. (1995) SAR simulation systems can be
differentiated into raw data and image simulatigatems. For
our application SAR image simulation systems aresilida,
because the focus is on the geometry. To ensurmeggoal
correctness together with computational efficieneg, use ray-
tracing for our SAR simulation. Ray-tracing based SAR
simulations can simulate the SAR geometry precisetyile
keeping the amount of new software to be coded Ismal
reusing and editing ray tracing tools developed domputer
graphics applications (see e.g. Aeeal. 2010).

The termy,, denotes the so called temporal coherence factor anl Our experiments we use a SAR simulator prototygeed on

serves as quality measure to evaluate how goodtibervations
fit the assumed model. Results having a value béldivare
removed before the next step.

In order to calculate the PS height from the heightement a
overdetermined system of linear equation has tosdleed,
which is done by means of an iteratively reweightedst
squares approach. Within the inversion of thisesystemaining
gross errors are removed from the data (seetlait (2009) for
reference).

The result is a height and a velocity estimate doery PS
relative to a reference PS in the scene. Whilenthight can be
estimated with submeter accuracy, accuracies ofubsidence
rate are in the order of few millimetres per yédre geocoded
PS overlaid to the 3D model used for simulationstr@wn in
Figure 2.

Figure 2. 3D model of the Sony-Center overlaid ViA$

3. SARSIMULATION
3.1 3D city mode

The 3D city model, which was is the basis for setioh was
derived from airborne laser scanning data. We ubkedfree
software tool sketchup to reconstruct surfaces fthen point
cloud. The whole procedure was conducted manuiadly, no
meshing algorithms were used. The result is digulay

Figure 2 together with the geocoded PS.

the GPU ray-tracing library Optix™ from NVIDIA (200.
Optix™ traces the rays by using the tremendousutzion
speed of modern graphics processing units (GPWwialg for
real-time or near real-time ray tracing. By adjugtihe library,

a real-time SAR simulator can be developed.

In this way, a fast, widely used, and extensivedgted ray
tracing library can be applied, which speeds updéeeloping
process.

The simulation system we used was tailored foroaite SAR
systems. Simulating TerraSAR-X data required some
adjustments. The distance between the sensor erabjécts on
the ground are much larger in the spaceborne cabih
caused troubles due to the limits of the 32-biatilog point
values used in data processing. The real distamees just too
large to be simulated. By setting the simulated @edistance
to around 200 km, we believe we found an acceptable
compromise. The differences in the simulated gepntkie are
rather small, especially compared to the errothénsimulated
building models.

The radiometric simulation is based on the modélriii et al.
(2006) model, which does not exactly fit for wurban

environments. Because for our application the sitadla
radiometry does not need to be very accurate, \Wevieethis is
an acceptable simplification.

Figure 3. Mean amplitude image of the data stack



Figure 4. Simulated image containing single andbiobounce
contributions

3.3 SAR simulation for PSI analysis

In order to compare the PS extracted from the dttek with
the results of the simulation, the simulated imegearped to
the geometry of the data stack. This is necessaytatifferent
coordinate systems of the simulated scene andethlescene,

Within the simulation we can distinguish betweengte- and

double-bounce reflections. Locations of double-lmsubetween
the dihedral corner reflector spanned by buildirgisvand the
ground in front are clearly visible in the real ahe simulated
SAR image.

However, the details of the facades are not visien facade
structures which cause very strong reflections aiten too

small to be represented in the 3D model.

The PS set superimposed on the simulated imageoisrsin

Figure 5. It is clearly visible, that besides sogeometrical
inconsistencies (see skyscraper at the top ofrttage) the PS
set matches fairly well with the simulated image e other
hand the main problem of the whole approach shqwsSince
most of the PS are generated by small scale bugiltéatures
(like the above mentioned balconies and windows)ickv are

not modelled in the simulation, detailed analygithe physical
nature of the PS is virtually impossible.

The whole situation can be best illustrated by wargg the

part of Figure 5 marked by the red rectangle. is #nea lots of
PS appear, but the simulation just indicates a lymmeous
area. These PS reside mainly on the roof of thedahaped
building in the centre of the building block, andze seen from
the height data in

Figure 2. An oblique view aerial image shown in Uf& 6

reveals the structures leading to this group of RSt of all, a
lot of hardware, which may be used for ventilatmmposes, is
visible. Additionally, a metallic frame surroundsetdome-like
part of the roof in Figure 6. Both types of strueware likely to
produce PS, but are not contained in the 3D modet tor

simulation. Therefore an assignment of the respeddS to

and because of small geometrical errors caused Hey tthese building features using the shown simulatiesults is

simulation of an airborne sensor system.

We applied an affine transformation for the warpgrgcedure.
The coefficients of this model were estimated usimgimber of
six tie points distributed over the whole simulatane. The
result is displayed in Figure 3 and Figure 4. Theam
amplitude image of the stack is displayed in Figgirgvhile the

hardly possible.

For simulating these structures we would need ab8Iding
model reconstructed from terrestrial laser scanrongclose-
range photogrammetry. Less accurate, but for sqphcations
still acceptable, would be models reconstructechgusacade
grammars describing the facade (Becker 2009). Is tmay,

simulated scene containing singe and double bounc&odels of simple standardized buildings can be geee

contributions is shown in Figure 4. It can be dieaeen, that
the main structures of the buildings are reprodubgdthe
simulation.

Figure 5. Simulated image overlaid with PS

without using high-resolution laser scanning datalose-range
photogrammetry.

The Sony-Center and the surrounding buildings usedur

experiments are not standardized buildings easjiyasentable
in a facade grammar. We also do not have high ugeal

facade data. Therefore, we couldn't reconstrucDab8ilding

model in the required quality.

However, the simulation is useful to retrieve imfiation about
the PS within the green box. We know that virtuad

scattering within this area is due to the roof loé tuilding,

which encompasses the round shaped one.

Figure 6. Oblique view aerial image



Figure 7. Simulated double bounce reflections @envith PS

Therefore, it is reasonable to assume that ther@8aused by
structures on this roof and not by scatterers &xtat the upper
part of the facade. This assumption is verifiedhmsy estimated
height of the PS (see

Figure 2).

It is furthermore possible to assess PS locatedboble bounce
lines induced by large scale building features. (eugb-to-wall
scattering). These are displayed in Figure 7. TBeheights
arranged in five meter classes are overlaid to Ifiynphe
discrimination of PS on and off the double bouriced. It is
apparent, that the PS densities on the double leolimes are
not always as high as one may expect due to tlengstr
backscattering. An example is marked by the redibdxigure
7, where there are hardly any PS resident (PS cadoin light
red). In contrast to that, there are lots of PStla double
bounce feature marked by the green box. Therefs that
is to be investigated.

Figure 8. Oblique view aerial image of the DB-Tower

As can be seen from the oblique view aerial imagEigure 6
the virtue of the respective facades differ in ®rofi material
and geometry.

Finally it is remarkable, that there are almost P8 at the
facades visible in Figure 6, which is apparent from

Figure 2 and Figure 5. This is surprising, sinaé¢hare usually
plenty of PS at building fronts oriented towards ffensor. It is
conceivable, that this is due to the texture of theades.
However, there are at least some PS located oskifseraper at
the top of the SAR image (see Figure 1 and

Figure 2), whose facade looks quite similar aslmaseen from
the oblique view aerial image displayed in Figure 8

4. CONCLUSIONS

In theory a SAR simulator can assist the PSI armlygihelping
to determine the exact location of the PS. Thigus, if very
precise and detailed 3D building models are avilalithough
3D building models are available for many urbanasrehey
seldom contain the geometry of the fagades. Thadfads
mostly represented with an image texture, whicfeasible for
visualization purposes, but not for SAR simulatidn.simulate
the facade reflection, a 3D model containing theadk
geometry is necessary.

However, the simulation still proofed to be usefile could
demonstrate that the double bouncing between Ingjldind
ground does not cause many PS. Most PS in oustesk are
caused by scatterers located on the building roofs.

Without highly detailed building models, SAR simidat can
only provide very rudimentary assistance for thé &slysis.
In future work we will augment the 3D model by @dosange
Photogrammetry in order to represent also pilladsprs,
windows and balconies. In a next step we want oS and
match those against facade structures.
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